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Preface 
 
 
This document comprises the National Oceanic and Atmospheric Administration (NOAA)/ 
National Environmental Satellite, Data, and Information Service (NESDIS) initial baseline 
publication of the United States Climate Reference Network (USCRN) Functional Requirements 
Document (version DCN 0; November 19, 2003, publication).  The document number is NOAA-
CRN/OSD-2003-00010R0UD0. 
 
This document addresses the maintenance of all field site equipment, as well as the field 
components of the communications network unique to USCRN.  Maintenance and operation of 
both the central facility and the communications infrastructure are not within the scope of this 
plan.   It also includes a definition of the maintenance requirements, an assessment of the 
maintenance functions that can be adequately provided by USCRN partner and host 
organizations, and a characterization of supplementary maintenance providers, to the extent they 
become necessary. 
 
The publication of this baseline document closes the following Document Configuration Change 
Request: 
 
 DocCCR-MULTI-Other-2003-0007 
 
NOAA/NESDIS acknowledges the efforts of the NOAA/NESDIS National Climatic Data Center 
(NCDC) and Short and Associates, Inc., for their preparation of the material in this document.   
 
Future updates and revisions to this document will be produced and controlled by 
NOAA/NESDIS. 
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Section 1.  Introduction and Background 

The United States Climate Reference Network (USCRN or CRN) is a new climate-observing 
network supported by the National Oceanic and Atmospheric Administration (NOAA). The 
USCRN is being implemented and managed by NOAA’s National Climatic Data Center 
(NCDC). Scientists and engineers from NOAA’s Atmospheric Turbulence and Diffusion 
Division (ATDD) are assisting the USCRN program staff. Additionally, system engineering and 
acquisition support is provided by NOAA’s NESDIS Office of System Development (OSD). The 
goal of the USCRN is to provide the best possible information on long-term changes in air 
temperature and precipitation. Through the development of transfer functions, the USCRN will 
become the reference network to which other meteorological and climatological networks, some 
in existence for centuries, will be corrected. As such, the USCRN must be highly reliable, long-
lived, and provide data with more accuracy and precision than conventional observing networks. 
Clearly, maintenance of this network to the highest possible standards is a necessary prerequisite, 
if the USCRN is to meet its goals. Present plans envisage the network to encompass some 100-
120 stations strategically located throughout the United States by 2009. 

1.1 History and Present Status 

As of September 2003, there are approximately 40 CRN field stations installed and operational 
in various climatic regimes.  Monitoring and experience with this now more than 30% sub-set of 
the final network has been underway since August 2001, when data from the early stations were 
made available to NCDC’s central processing facility in Asheville, NC. By December 2002, a 
plan for formal monitoring and evaluation of the CRN network were activated under the formal 
USCRN  “Demonstration Evaluation” which was conducted between January and June 2003. 
The Demonstration Evaluation was completed in July of 2003 and the evaluation committee 
recommended continuing deployment of USCRN field systems and the commissioning of the 
network operations.  This activity planned for December 2003 will enable release of the data to 
the scientific community and the general public. 
 

In general, installation, field maintenance and calibrations, and their oversight have been 
performed by ATDD, although in some cases local site host technicians have been willing and 
able to perform some routine maintenance. The use of local resources will be discussed in some 
detail in later sections of this Plan. The Demonstration Evaluation has yielded valuable insights 
into full network maintenance needs and strategies. This Maintenance Plan therefore relies 
heavily on the experience gained with the Demonstration Evaluation sub-network. 

1.2 Scope and Purpose of This Plan 

The USCRN includes several major components such as the remote field sites, the 
communications network, and the central facility.  The central facility is located at the NCDC, 
and is comprised of the NCDC assets in direct support of the USCRN program.  The primary 
purpose of this plan is to characterize the overall projected maintenance effort and describe a 
proposed maintenance structure.  This Plan addresses the maintenance of all field site equipment, 
as well as the field components of the communications network unique to USCRN.  Maintenance 
and operation of both the central facility and the communications infrastructure are not within 
the scope of this plan.  This plan includes a definition of the maintenance requirements, an 
assessment of the maintenance functions that can be adequately provided by USCRN partner and 
host organizations, and a characterization of supplementary maintenance providers, to the extent 
they become necessary. 
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Section 2.  Current Maintenance Operations 

Experience thus far has shown that factory calibrations of major components have been accurate 
and reliable.  Nevertheless, ATDD calibrates the temperature, wind speed, and solar radiation 
sensors against National Institute of Standards and Technology (NIST) traceable standards that 
are re-certified annually.  The Geonor precipitation gauges are calibrated in the field using 
calibration weights that were compared to a NIST traceable standard weight.  The factory 
calibrations have been determined to be accurate and are used in the event that a site host needs 
to swap a sensor in the field.  Factory calibrations have been accepted for the infrared surface 
temperature sensor in the past, but ATDD is evaluating the accuracy of these calibrations and 
will determine if a re-calibration is necessary.  The datalogger is certified to be within the 
manufacturer’s operational specifications annually at ATDD by a process that uses NIST 
traceable standards to supply reference voltages and frequencies to the datalogger input ports.  
Automated USCRN field observations are monitored at NCDC, where indications of missing 
messages or questionable observation data are identified.  A formalized Quality Assurance 
program is under development at NCDC, which includes a fault detection routine for each sensor 
as well as for battery voltage, fan speed, and communications equipment.  An anomaly tracking 
system (ATS) is well underway and in use (Appendix D).  As appropriate, NCDC staff should 
notify the designated maintenance contact at ATDD via the ATS for problem analysis and 
correction.  ATDD staff can elect to schedule a remedial maintenance visit to the site, or enlist 
the support of the site host.  In a number of cases, ATDD has shipped major field site 
components to a site host, and remotely supported their efforts to replace suspect components.  
In other cases, field sites required a visit by ATDD maintenance staff.  Field maintenance 
priorities, so far, have been more or less situation dependent.  It is important to note that ATDD 
not only is the current USCRN maintenance provider, and is also responsible for field site 
preparation and installation efforts.  A scheduled maintenance checklist and a logistics support 
plan are provided as Appendices C and G. 
 
Any maintenance by USCRN field site hosts presents a significant cost advantage to the 
Program.  The Demonstration Evaluation has shown that many on-site routine and maintenance 
activities have been performed successfully by using on-site Host resources.  For example, a 
spot-check review of 22 recent maintenance actions on the demonstration network revealed that 
16 of these corrections were performed successfully by host technical personnel, remotely 
overseen by ATDD.  In view of this experience, ATDD is preparing agreements and checklists 
(Appendices A and B) for site host local maintenance actions as a supplement to the Site 
Licensing Agreement (SLA) wherever plausible.  Additionally, ATDD reviews host maintenance 
potential, site by site, and will continue to do so for future installations.  It is planned that local 
maintenance support, now springing from an early spirit of cooperation, can be formalized. 
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2.1 Field Site Maintenance Requirements 

Field site maintenance consists of several components and requires differing levels of expertise 
and scheduling.  Representative examples include the following: 

• Facilities maintenance:  Cut grass, repair Double Fence Intercomparison Reference 
(DFIR) slats, and maintain site integrity 

• Preventive maintenance:  Instrument cleaning, emptying/clearing the precipitation gauge, 
scheduled component replacement. 

• Corrective maintenance:  Equipment repair or replacement, downloading datalogger 
content to the Personal Data Analyzer (PDA), installing datalogger programs from PDA. 

2.2 Facilities Maintenance 

These more or less custodial duties are, in most cases, performed by the site host and are 
documented in the SLA.  Monthly inspections are recommended.  Technical expertise needed is 
minimal. 

2.3 Preventive Maintenance Requirements 

The preliminary requirements for preventive or periodic maintenance are based on manufacturer 
recommendations, experience with similar automated surface measurement systems, and that 
gained from the Demonstration sub- network.  Although some USCRN component vendors do 
recommend specific periodic maintenance (e.g., replace wind sensor bearing annually, calibrate 
solar radiation sensor bi-annually, calibrate data logger annually), most vendor recommendations 
are on an as-needed basis.  ATDD has initially adopted an annual maintenance requirement, 
which involves an on-site visit for routine and preventive maintenance, field calibrations, major 
component swap-out, etc. (Appendix C).  Site metadata will be updated at this time by 
quantifying and photographing site changes.  Evaluating site host technical support and 
determining how well hosts are performing their responsibilities to CRN is an important part of 
the annual maintenance process.  As anticipated, experience so far has shown that the rain gauge 
and aspirator fans need the most frequent attention.  Preventive maintenance includes: 

• Monthly: Instrument cleaning, inspect for physical damage, etc. 1000 ml 
 precipitation gauge calibration verification. 

• Annually: Re-calibration and refurbishment in accordance with the Scheduled 
 (Annual) Maintenance Checklist (see Appendix C). 

• As Needed: Emptying of the precipitation gage upon reaching a predetermined threshold 
or in advance of a significant predicted rainfall event (see Appendix E for 
Preliminary Host Notification Procedures). 

 
Training of site host technicians is needed, if they are to perform preventive maintenance. 
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2.4 Corrective Maintenance Requirements 

This section estimates the number of annual USCRN corrective maintenance actions.  The 
estimate is based on the projected failure rates of site components and the likelihood of 
vandalism and physical damage. 

2.4.1 Projected Site Component Failure Rates 

Table 1 shows the estimated failure rates for most of the "active" site components.  Failure rate 
or "lifetime" information on the Precipitation Gauge heater assembly and the Low Voltage 
Disconnect is not available, but should be monitored for planning purposes over the life of the 
program.  See Appendix F (Initial USCRN Component Failure Rate Estimates) for the failure 
estimate rationale. 
 

Table 1.  Component Failure Rate Estimates 
 

Annual Failure Rate 
Component Mean Time Between Failures 

Per Item 1 Per Site 2 
 
Data Logger 

 
683,280 hours 

 
1.3% 

 
 

 
Transmitter 

 
192,720 

 
4.5% 

 
 

 
Each Wire: 876,000 hours 

 
1%  

 
3% 

 
Precipitation Gauge 

 
Each Translator: 1,752,000 hours 

 
0.5% 

 
1.5% 

 
Air Temperature PRT 

 
Insignificant 

 
Insignificant 

 
 

 
Aspirator Fan 

 
180,000 hours3 

 
5%3 

 
15%3 

 
Anemometer 

 
Insignificant3 

 
Insignificant3 

 
 

 
Solar Radiation Sensor 

 
Insignificant 

 
Insignificant 

 
 

 
Infrared (IR) Temperature 
Sensor 

 
Insignificant 

 
Insignificant 

 
 

 
Surge Suppressor 

 
Insignificant 

 
Insignificant 

 
 

 
Battery 

 
87,600 hours 

 
10% 

 
19% 

 
Battery Charger 

 
650,000 hours 

 
1.3% 

 
 

Notes: 1. The likelihood that any given unit will fail in any given year. 

 2. The likelihood that any given site will experience a failure of this component in any given 
year, based on multiple units per site. 

 3. This assumes the currently planned routine annual replacements (see Appendix F.) 
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2.4.2 Vandalism and Physical Damage 

The remote and unmanned locations of USCRN field sites make them somewhat susceptible to 
physical damage caused by animals, vandals, or natural causes.  For budget planning purposes, 
the program assumption has been that one site in forty will be completely destroyed each year.  
This assumption may prove conservative for estimating associated maintenance actions, 
considering that the effects of vandalism and physical damage are more likely to be distributed 
across multiple sites than be concentrated on one site in forty.  Therefore, the estimate for 
maintenance actions associated with physical damage should be reviewed periodically and 
revised based on operational experience. 

2.4.3 Annual Projection of Corrective Maintenance Actions 

Table 2 provides an estimate of the annual corrective maintenance actions.  Numbers in the 
"Estimated Per-Site Annual Corrective Maintenance Actions" column are taken from Section 
2.4.1, with the exception of that for "Vandalism and Physical Damage", which is based on the 
assumption described in section 2.4.2. 
 

Table 2.  Initial Annual Projection of Corrective Maintenance Actions 
 

 
Component 

 
Estimated Per-Site Annual 

Corrective Maintenance 
Actions 

 
Data Logger 

 
.013 

 
Transmitter 

 
.045 

 
Geonor Wire 

 
.03 

 
Geonor Translator 

 
.015 

 
PRT Assy. 

 
 0 

 
Fan 

 
.15 

 
Anemometer 

 
 0 

 
SR Sensor 

 
 0 

 
IR Sensor 

 
 0 

 
Surge Suppressor 

 
 0 

 
Battery 

 
.19 

 
Battery Charger 

 
.013 

 
Vandalism and Physical Damage 

 
 .025 

 
Per-Site Total 

 
.481 

 
Total corrective maintenance actions for 100 sites = 48.1 
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This estimate indicates that, on average, the number of annual corrective maintenance actions is 
roughly equal to half the number of deployed sites.  It ignores the likelihood that any site may 
sustain multiple concurrent failures, all of which would be corrected by one corrective 
maintenance action.  

2.5 Required Maintenance Response 

This section addresses the responsiveness with which the corrective maintenance actions must 
occur. 

2.5.1 Maintenance Response Requirements 

Table 3 presents the corrective maintenance or "Time to Restore" requirements for each USCRN 
site failure condition.  These requirements are based on the effect each identified failure 
condition would have on the centrally archived air temperature and precipitation observations, in 
terms of both data quality control and continuity of the climate record. 
 

Table 3.  Corrective Maintenance / "Time to Restore" Requirements 
 

 
Site Failure Condition 

 
Time to Restore 

Loss of site capability to sense, process, and record the required 
observations from all three Air Temperature sensors* 

3 days 

Loss of site capability to sense, process, and record the required 
observations from one (of  3) Air Temperature sensor* 

3 weeks 

Loss of site capability to sense, process, and record the required 
observations from two (of  3) Air Temperature sensors*, while retaining 
specified operation of Wind, IR, and Solar Radiation measurements 

3 weeks 

Loss of site capability to sense, process, and record the required 
precipitation observations 

4 days 

For any site where concurrent precipitation measurements are recorded 
from multiple sensors or transducers, loss of the site capability to sense, 
process, and record observations from one precipitation sensor or 
transducer, while retaining the specified processing and recording of the 
other(s) 

2 weeks 

Loss of site capability to sense, process, and record the required 
observations from the Ground Surface Temperature sensor 

2 weeks 

Loss of site capability to sense, process, and record the required 
observations from the Solar Radiation sensor 

4 weeks 

Loss of site capability to sense, process, and record the required 
observations from the Wind Speed sensor 

8 weeks 

Loss of Transmitted Air Temperature* and/or Precipitation Data, with Site 
Processing and Storage Operational, where this condition can be 
sufficiently verified remotely in the judgement of a designated data analyst 

3 weeks 

Ancillary Equipment Repair during  
next site visit 

* In order to satisfy the requirements for an air temperature sensor, the provisions to 
eliminate exposure to precipitation and solar heat loading must remain fully operational.  
For the current implementation, the aspirated shield must remain intact, the installation must 
not be compromised, and fan speed data must remain within the accepted range. 



NOAA/NESDIS NOAA-CRN/OSD-2003-00010R0UD0 
CRN Series November 19, 2003 
X041 DCN 0 

7 

2.5.2 Application of the Maintenance Response Requirements 

The "Time to Restore" requirements of Section 2.5.1 show that the failure of some site functions 
must be corrected in short order, while others can be tolerated for an extended period.  
Considering the component failures that can lead to each of the "Site Failure Conditions" of 
Section 2.5.1, using the failure projections from section 2.4.1 for each such component, and 
making some assumptions regarding the likelihood and effects of physical damage, an 
approximation of the annual number of site failures that must be restored within each of the 
required time frames for 100 deployed sites is as follows: 

• Three Day Required Restoration   - 5 

• Four Day Required Restoration   - 4 

• Two Week Required Restoration   - 5 

• Three Week Required Restoration   - 27 

• Four Week Required Restoration   - 2 

• Eight Week Required Restoration   - 3 

• Restoration During Next Site Visit   - 2 
 
Note - Although the battery charger could be a candidate for the three-day restoration, it is 
assumed that such a failure would be detected by network monitoring well before it affects the 
critical measurements.  Therefore, restoration of a failed battery charger is considered to have a 
two week required restoration. 

2.6 Maintenance Priorities 

Priorities have been determined by NCDC for multiple outages.  At the same location, 
temperature sensors have first priority for repair, precipitation second, and all ancillary 
equipment third.  Obviously, any malfunctioning ancillary equipment that results in permanent 
temperature or precipitation data loss becomes a first priority event. 
 
In the event of multiple outages at different CRN locations, NCDC has established the following 
priorities: 

• Priority 1: Stations with both an MMTS and a nearby HCN 

• Priority 2: Non-paired CRN stations not co-located with other networks except HCN 

• Priority 3: Non-paired CRN stations co-located with networks other than HCN 

• Priority 4: One of a paired CRN location 

• Priority 5: CRN sites not specified above, or those with access difficulties due to weather, 
natural hazards, etc. and any situation that arises in which personnel safety is an issue. 
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Section 3.  Maintenance Structure 

The proposed maintenance management structure consists of central and field components: 
 

Central Component 

• Oversees and plans all network maintenance activities 

• Interfaces with CRN vendors, manufacturers and NCDC 

• Provides configuration management and monitors system evolution 

• Maintains logistics system and spares inventory  

• Trains field technicians 

• Performs calibrations/re-calibrations as needed 

• Directs field technicians 

• Interfaces with site hosts and monitors host compliance with CRN responsibilities 

• Maintains maintenance records and ATS 
 

Field Component 

• Performs annual maintenance, refurbishment, and field calibrations 

• Performs corrective maintenance as required 

• Performs monthly routine and facilities-type maintenance 

• Performs “on-demand” maintenance, e.g., emptying/clearing rain gauge 

 
While the field component may consist of a mix of site-dependent resources such as site host 
technicians, partner government agency technicians, local maintenance contractors and field 
technicians directly responsible to the central facility, the central component needs to be a single 
entity, directed by a manager responsible for the overall health and well being of the CRN 
system. 
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Section 4.  Full Network Maintenance Strategy 

Clearly, maintaining a widely scattered network of some 120 instrument suites to the standards 
required by the purposes of the CRN requires a resourceful approach that is yet cost effective.  
As has been seen earlier, maximum use of host resources within the limits of their capabilities 
can be a critical aid. In cases where CRN sites have been located near other government 
networks such as SCAN, the National Atmospheric Deposition Program (NADP), and Snowpack 
Telemetry (SNOTEL), it has been learned that host technicians are capable of performing routine 
and even some of the more sophisticated CRN maintenance actions.  ATDD has prepared a 
preliminary site-by-site assessment of host technical support potential for the Demonstration 
Evaluation sub network and will continue to do so as each new CRN station is installed. ATDD 
is also preparing training material and videotapes for site host technicians where local technical 
maintenance is possible. Since maintenance will likely grow to be a major CRN cost driver, 
future siting decisions should be biased toward co-location with other networks where skilled 
local technicians are available. In other cases, National Weather Service (NWS) or local contract 
maintenance should be considered as gap fillers, as costs will likely be less than field technician 
travel from the Central Facility. In special cases such as Alaska, maintenance by NWS 
technicians is likely to be the most cost-effective option.  Annual maintenance in the lower 48, 
however, needs to be done by a field technician that is responsible to, and co-located with, the 
central maintenance entity. 
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Section 5.  Possible Field Maintenance Scheme 
and Staffing Implications 

5.1 Steady State 

Experience with maintaining existing large and widespread networks suggests that relatively 
long, but not too long, maintenance swings are needed, as well as 2 person teams for safety 
reasons and burnout insurance.  Other assumptions: 

• 120 station network a day’s drive apart (2.5 to 5 degree lat. grid) 

• Annual maintenance requirement 

• 20% unscheduled maintenance trips needed annually (most conservative estimate) 

• 1 day required at each site 

• 1 day travel between sites 

• 2 week maintenance swing 

• 1 day “bookend” before/after each trip 

Thus, 120 scheduled site visits per year and 6 sites per swing*.  Practically speaking, this 
translates to  2 teams who would be on travel about 19% of the calendar year, considering  a 
‘bookended” day needed at the beginning and ending of each swing to arrive at start point and 
home. With the work year at 270 days, annual maintenance travel would consume about 26% 
availability. Unscheduled travel is estimated to (worst case) consume an additional 60 days or 
16% of the calendar year*.  Thus, each team would be in travel mode some 35% of the calendar 
year (42 % of the work year).  Recalling that new site installations are taking place in parallel 
with annual and corrective maintenance, there will be a bubble period at some point necessitating 
more travel than needed in the steady state.  A suggested way to fold this into the overall 
maintenance effort is to rotate central maintenance facility personnel into and out of travel; thus 
each technician or engineer would spend a portion of the year on maintenance swings, a much 
shorter time on installation travel for the temporary bubble period, and the remainder at the 
central facility, performing duties as in 3.0 preceding.  This way, burn out and turn over might be 
minimized. 
 
*Assumes a two-week swing, 2 day “bookend,” 6 site days, 6 travel days between sites. Thus, 10 
weeks needed for each team to complete 60 sites. The 24 unscheduled visits, by their nature, are 
more difficult to plan for. Assuming a well-scattered scenario in time and space (a worst case), 
as many as 5 days may be needed for one outage, (i.e., 60 days per team per year).  If outage 
experience annually proves to be less than 20%, obviously less travel would be needed. Travel 
delays due to weather would be a problem; site locations making one day’s travel between them 
optimistic would also expand scheduled travel requirements somewhat. 
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5.2 Interim Network in 2004 

Assumptions: 

• 80 station network averaging 2 days drive apart 

• Annual maintenance requirement 

• 30% corrective maintenance trips annually (most conservative estimate) 

• 1 day required at each site 

• 1 day “bookend” before/after each trip 

• 2 week swing 

• 2 teams 

Thus, 80 scheduled site visits/year, 4 sites per two-week trip, 20 trips, 10 trips/team, 20 
weeks/team, which equals 38% of the calendar year per team. Additionally, 24 unscheduled 
trips, 12 trips/team, 60 days/team/year or 16% of the calendar year. Total travel related time 
therefore works out to 54% of the year for each team and about 73% of the 270-day work year. 
Considering that installations are taking place in tandem with maintenance, it seems clear that 
the same 4 technicians will not be sufficient for the workload, if account is to be taken of 
personal emergencies, weather delays, burnout avoidance, report writing upon return, etc. 
Maintenance of the interim network can be done with 2 teams, but there will need to be at least 6 
technicians rotating in and out of the maintenance teams, so that individual travel is reduced to a 
more practical level (36%/49% calendar/work year respectively.)  
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Appendix A.  Site Host Routine (Preventive)  
Maintenance Checklist 

USCRN Site Routine Maintenance by 
Site Host 

     

        
 Site ID - Location:       

        
 Site Contact:    Date:   

        
 Visual Inspection* * Indicate below any abnormalities, oddities, or obstructions 

 removed 
 Tower yes no *    
 Instruments yes no *    
 Cables yes no *    
 Aspirated Shields yes no *    
 Geonor yes no *    
 Terrain yes no *    
 Vegetation yes no *      
        
 Routine 
Maintenance 

      

 Geonor emptied? yes no     
 Geonor verified? yes no     
 Pyranometer cleaned? yes no     
 Mow grass  yes no  Date / Time   
        
 Data Logger       
 Data collected? yes no  File Name:   
 Program change? yes no  File Name:   
        
 Final Steps       
 Key in *0 on keypad yes no     
 Lock data logger box yes no     
        
        

Notes:        
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Appendix B: Site Host Maintenance Responsibility 
Addendum to SLA  

 

CRN SUPPLEMENTAL SITE MAINTENANCE AGREEMENT (SMA) 

FOR THE MAINTENANCE OF THE 
U. S. CLIMATE REFERENCE NETWORK (USCRN) EQUIPMENT 

 
THIS AGREEMENT, effective as of ________________, (insert date) is by and between 

__________________________________, “Site Operator” and the National Oceanic and 
Atmospheric Administration (NOAA), National Environmental Satellite, Data, and Information 
Service (NESDIS), National Climatic Data Center (NCDC), through the Atmospheric 
Turbulence and Diffusion Division (ATDD). 
 

WHEREAS Site Operator agrees to perform maintenance on the Climate Reference Network 
(USCRN) meteorological station on the following property ("Site") 
 
______________________________________________________________________________ 
 
______________________________________________________________________________ 
 

WHEREAS annual maintenance of the USCRN equipment will be performed by the NOAA 
Atmospheric Turbulence and Diffusion Division (ATDD), the Site Operator agrees to perform 
routine maintenance such as to assure high quality readings from the instruments installed at the 
site. 
 

WHEREAS from time to time there may be failures or other problems with instruments or 
components installed at the USCRN site, Site Operator agrees to provide trouble-shooting 
assistance as requested by ATDD technicians.  In the instances where it is determined that 
equipment must be replaced, Site Operator agrees to remove equipment as instructed by ATDD 
technicians and to install new equipment provided by ATDD and per ATDD instructions.  
Corrective maintenance tasks will be determined by mutual agreement among ATDD technicians 
and the Site Operator depending on the skill level available at the time.  If the Site Operator is 
unavailable, or believes the requested corrective maintenance action is beyond their capacity, 
responsibility for that corrective maintenance will revert to ATDD technicians as the primary 
maintenance provider. 
 

NOW, THEREFORE, in consideration of the mutual covenants, terms and conditions herein 
contained, the parties hereto agree as follows: 
 

1.  Terms and Conditions of Maintenance Agreement. 
 
This Agreement and the permission granted hereunder to conduct the activities described 

herein shall be effective as of the date stated above and shall continue in effect until this 
Agreement is terminated in writing by either party upon thirty (30) days prior written notice to 
the other party. 
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2.  This Maintenance Agreement is independent of the Site License Agreement (SLA) 

previously signed for this location.  The Maintenance Agreement may be terminated by either 
party without in any way affecting the SLA. 

 
3.  For the period of time this Maintenance Agreement is in effect, the maintenance activities 

referred to in the SLA, as well as the additional maintenance activities listed in Section 4 of this 
document, will be performed by the Site Operator. 

 
4.  Site Operator agrees to perform the following maintenance activities on the schedule 

described below. If modifications or corrective actions are made, the Site Operator agrees to 
notify ATDD by telephone or e-mail. 
 
 Routine Activities (Monthly or as otherwise instructed): 

• Visual Inspection of following: 
o Tower 
o Instruments 
o Cables 
o Aspirated Shields 
o Geonor precipitation gage 
o Terrain near the site 
o Fences and shields 
o Vegetation in the vicinity of the site 

• Routine Maintenance 
o Empty Geonor gage 
o Put proper amounts of anti-freeze and/or oil into the Geonor bucket per 

the ATDD recommendations for the site 
o Store used anti-freeze and/or oil in approved containers provided by 

ATDD 
o Verify Geonor operation 
o Clean Pyranometer 
o Mow grass 

 
Corrective maintenance (to be performed at the request of ATDD technicians): 

• Download data from data logger onto a PDA shipped by ATDD. 
• As instructed by ATDD technicians, perform troubleshooting of instruments or 

components. 
• As instructed by ATDD technicians, perform removal of instruments and 

components, and install replacement instruments and components shipped by 
ATDD. 
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5.  Waiver of Compensation 
 

Site Operator affirms that, in consideration of ATDD’s acceptance of Site Operator’s 
performance of the services mentioned in the Section 4 of this Agreement, Site Operator will not 
expect nor demand compensation for those services. 

 
IN WITNESS WHEREOF, the parties by their duly authorized representatives have signed 

this Agreement as of the data stated above. 
 
(Signatures) 
 
 
Site Operator      FOR:  Atmospheric Turbulence and 

Diffusion Division (ATDD) 
 
 
Date: Date:     
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Appendix C   Scheduled (Annual) Maintenance Checklist 

USCRN Scheduled Maintenance 
Checklist 

      

         
         
         
 Site ID - Location:        

         
 Prepared By:   Date:     

         
         

--- Use initials to indicate step has been completed      
         
 Inform Site Host of visit       
 Gather components (see USCRN Annual Site Visit Components 
Checklist) 

  

 Ship appropriate items       
 Note shipment(s) tracking numbers      
 Visually inspect site and note any abnormalities on Site Visit Accountability 
Sheet 

 

 Retrieve data from data logger     
 Retrieve program from data logger      
 Note serial numbers of current equipment on USCRN Site Info. & Instrument Coeff. 
History Record 
 Complete USCRN Site Visit Data Verification     
 Take pictures as needed (see Photographical Documentation Checklist for 
USCRN Site) 

 

 Empty rain gauge        
 Exchange appropriate sensors/components 
 Check wiring inside Geonor, secure wires and verify nothing touching 
bucket 

  

 Calibrate rain gauge       
 Add appropriate mixture to rain gauge      
 Verify height of aspirated shield is 1.5 m      
 All fans running with no noise      
 Check flow rates of aspirated shields, clean if needed    
 All mounts tight?        
 Check all wiring connections, verify tightness     
 Locks working properly, oil or replace if needed     
 Replace any broken slats on SDFIR      
 Relevel alter shield        
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USCRN Scheduled Maintenance 
Checklist (Continued) 

      

 Check antenna connections       
 Verify battery charger is set to correct temperature setting    
 Verify door switch is working properly      
 Complete USCRN Site Information & Instrument Coefficient History Record   
 Program data logger       
 Verify wiring matches wiring diagrams      
 Complete USCRN Site Visit Data Verification     
 Verify rain gauge heater works      
 Key in *0 on data logger keypad      
 Verify holes duct sealed       
 Lock datalogger box and battery box      
 Verify Transmission      
 Ship appropriate items       
 Note FedEx tracking numbers       
 Complete Site Visit Accountability Sheet     
 Enter MetaData into CRN Sites Database     
 Archive files        
    -- pictures        
    -- program        
    -- USCRN Site Inventory Record      
    -- calibrations        
         
         

Notes:         
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Appendix D: Manual Monitoring Handbook /Anomaly 
Tracking System 

 
Please see the on-line copy of the Handbook, located at 
 
http://www1.ncdc.noaa.gov/pub/data/uscrn/documentation/program/ManualMonitoringHa
ndbook.doc 
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Appendix E.  Interim and Proposed Final Notification 
Procedures for Emptying Rain Gauge 

 

E.1 Handling Procedure for the Precipitation Gauge Anti-freeze Mixture 

E.1.1 Purpose 

The purpose of this procedure is to establish the guidelines for the handling and disposal of the 
anti-freeze mixture used in the GEONOR Precipitation Gauge. 

E.1.2 Materials 

ATDD: 

• Methanol/Propylene Glycol mixture– 3-parts Methanol to 2-parts Propylene Glycol in 1, 
2.5 and 5-gallon containers 

• Chemical containers – 1, 2.5 and 5-gallon, shippable plastic chemical containers 
• Polypropylene graduated cylinders – measurement 
• Polypropylene funnel 
• Waste disposal drum – 55 gallon drum 
• Material Safety Data Sheets 

 
SITE: 

• Precipitation gauge pump – hand pump for removal of precipitation mixture 
• Methanol/Propylene Glycol mixture– 3-parts Methanol to 2-parts Propylene Glycol, in 1, 

2.5 and 5-gallon containers. 
• Hydraulic Oil – to prevent evaporation, in one quart containers 
• Empty 5-gallon Carboy Chemical containers – for waste mixture 
• Polypropylene graduated cylinder 
• Polypropylene funnel 
• Material Safety Data Sheets 

E.1.3 Storage 

• All Methanol/Propylene Glycol containers will be left in their original shipping 
containers and kept the “White Building” at ATDD in the designated storage area.  No 
more than 40 gallons will be kept at any one time. 

 
• All waste material containing Methanol/Propylene Glycol, hydraulic oil and water will be 

kept in the Waste Disposal Drum located in the designated area in the “White Building”. 
 

• All containers will be labeled according to their contents.  There will be Material Safety 
Data Sheets in the designated area. 
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E.1.4 Method 

 
• When the site is installed or during the annual site visit, ATDD will place an amount of 

the mixture equal to a site’s projected annual requirement at the site.  An empty 
container(s) for disposal will be left with the site host.  Hydraulic oil will be left at the 
site in one-quart containers.  Material Safety Data Sheets for each will also be left. 

 
• ATDD will provide the site contact with a procedure detailing the amount of the anti-

freeze mixture needing to be added, based on the climate.  The required portion of the 
anti-freeze mixture will then be poured into the precipitation gauge.  Throughout the 
winter months, the precipitation gauge will be emptied and the refuse placed in the 
disposal container.  The oil requirement will then be poured on top.  See Section E.2 for 
the Anti-freeze Service Procedure and the Anti-freeze table (Table 4). 

 
• During the next annual visit ATDD will remove the waste anti-freeze/oil mixture and 

provide a new supply of mixture, oil and an empty container(s). 
 

• Upon arrival at the Lab, ATDD will place the waste mixture in the ‘waste disposal drum’.  
When the drum is near full, an approved Waste Disposal Service will pick it up.  An 
empty drum will be left. 
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E.2 Explanation of Anti-Freeze Mixture Spreadsheet 

The purpose of the USCRN Site Anti-Freeze Table (Table 4) is to estimate the timetable of the 
winterizing of the Geonor Precipitation Gauge, the amount of anti-freeze mixture for each site, 
the total amount of mixture required, and the amount of waste generated.  The following 
methods and assumptions were used. 
 

• Record minimum site temperatures were used to determine amount of mixture (Amount 
to add) added based on Geonor’s recommendations of: 

 
-5°C – 1.5 liters   -25°C – 5 liters 
-10°C – 2.6 liters   -30°C – 5.6 liters 
-15°C –3.6 liters   -35°C – 6 liters 
-20°C – 4.2 liters 

 
 Mixture = 60% Methanol to 40% Propylene Glycol 
 

• The “Add Mixture” date was determined from the first date of 10% probability of the 
temperature reaching -2°C.  The “Remove Mixture” date was determined from the last 
day of 10% probability of a -2°C occurrence. 

 
• Normal “Winter Precipitation” for each site was used to determine the number of times to 

empty the gauge.  This is converted to liters in the “Vol Eq.” column. 
 

• The number of times to empty the bucket was calculated by doubling the winter 
precipitation (to allow for abnormalities) then dividing by the amount of precipitation in 
one collection period.  Due to the large amount of anti-freeze mixture needed at some 
sites (reduced capacity), the assumption was made that a 75% full bucket (9 liters) would 
be the signal to service.  This means the amount of precipitation in one collection period 
would equal to 9 liters minus the amount of mixture added.  The calculated number of 
times to empty was, then, rounded to create a whole number. 

 
• Due to small amounts of winter precipitation at some sites, there is no need to add the full 

amount of mixture for the minimum temperature.  So, if doubling the winter precipitation 
and adding it to the amount of anti-freeze mixture added was less than 9 liters, the yearly 
requirement of anti-freeze is, therefore, double the winter precipitation.  Example – 
Fairbanks, AK – with a minimum temperature = -48°C the amount of mixture to add 
would be 6 liters or 50% of full capacity.  But, there is only 1.7 liters of precipitation 
each winter.  So, when the precipitation is doubled or 3.4 liters to allow for abnormalities, 
the addition of 3.4 liters of mixture would maintain the minimum 50% ratio, prevent 
freezing, minimize the number of times to be emptied, and the total mixture required. 

 
• The amount of anti-freeze mixture required per year (Yearly Req.) would be equal to the 

number of times the bucket is emptied multiplied by the amount of anti-freeze mixture 
volume added. 
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• The sizes of the containers available for the anti-freeze mixture are 1-, 2.5-, 5-gallon.  
These can be delivered in any combination to best fill the requirement (Container). 

 
• “Total waste” is the total precipitation plus the total anti-freeze mixture requirement in 

gallons. 
 

• The total number of carboys (Total Carboys) needed for waste is the total waste divided 
by 5 gallons. 

 
• The total oil requirement (Oil qt.) is the number of times emptied divided by 2 (1/2 quart 

per service), and then rounded upwards. 
 
Example:  Versailles, KY 
 

• First date of 10% prob. for 28°C is October 18 last date is April 20 
 

• Record minimum temperature is -30°C – according to the Geonor chart 5.6 liters of anti-
freeze per change are required 

 
• Winter precipitation is 16.65 inches or the equivalent of 8.5 liters. 

 
• The number of times the gauge will need to be emptied is the precipitation doubled (2 x 

8.5) or 17 liters divided by 75% of bucket capacity minus the mixture added (9 liters – 
5.6 liters).  This gives the requirement of 4.98 or 5 times to be emptied. 

 
• The total yearly anti-freeze requirement is equal to the number of times emptied (5) 

multiplied by the amount added (5.6 liters) or 28 liters or 7.4 gallons. 
 

• To fill the yearly requirement, we would send a 2.5-gallon and a 5-gallon container of 
mixture. 

 
• The total waste generated is the yearly requirement (7.4 gallons) plus double the winter 

precipitation (17 liters or 4.5 gallons) or 11.9 gallons 
 

• The number of carboys needed for storage is the waste divided by 5 or 3 carboys 
 

• The oil requirement is the number of times emptied divided by two (1/2 quart of oil per 
fill) or 3.
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Table 4.  USCRN Site Anti-Freeze Table 
 

Site ID State Location Name Add Mixture 
Remove 
Mixture 

Amount to 
Add (l) * 

Rate  
per 12 (l) Winter Prec Vol Eq. (l) Number of 

Fills 
Yearly Req. (l) Gal Eq. Container 

Total Waste 
(Gal) 

Total 
Carboys 

Oil Qt. 

00F0B0 AK Barro NOAA (CMDL Observatory)  13-Sep 26-Jul 2.9 6.0 2.81 1.4 1 2.9 0.8 1 gal 1.5 1 1 
0102CE AK Fairbanks NOAA / NESDIS (FCDAS)  9-Sep 15-May 3.4 6.0 3.32 1.7 1 3.4 0.9 1 gal 1.8 1 1 

12422 AZ Elgin AUDUBON (Appleton-Whittell Research Ranch)  11-Nov 10-Apr 3.6 3.6 6.77 3.4 1 3.6 1.0 1 gal 2.8 1 1 
13754 AZ Tucson Sonora Desert Museum  21-Nov 15-Mar 2.6 1.5 5.02 2.6 1 2.6 0.7 1 gal 2.0 1 1 

01745E CA Redding Whiskeytown National Recreation Area (RAWS Site)  21-Sep 28-May 3.6 3.6 22.93 11.6 4 14.4 3.8 5 gal 10.0 2 3 
16728 CO Nunn NSF (Long Term Ecological Research Site)   26-Sep 9-May 4.4 6.0 6.01 3.1 1 4.4 1.2 2-1 gal 2.8 1 1 

02C0DE GA Newton Robert W. Woodruff Foundation (Ichauway-Dubignon Site) 7-Nov 27-Mar 3.6 3.6 18.94 9.6 4 14.4 3.8 5 gal 8.9 2 2 
02B64E GA Newton  Robert W. Woodruff Foundation (Ichauway-George Site)  7-Nov 27-Mar 3.6 3.6 18.94 9.6 4 14.4 3.8 5 gal 8.9 2 2 
01D4A6 ID Arco Craters of the Moon National Monument 31-Aug 30-May 2.8 5.6 2.71 1.4 1 2.8 0.7 1 gal 1.5 1 1 

01E13C ID Murphy  
ARS, NW Watershed Research Cntr.(Reynolds Creek 
Site) 

29-Sep 11-May 4.0 5.6 3.87 2.0 1 4.0 1.1 1 gal 2.1 1 1 
03073A IL Champaign Univ. of Illinois (Bondville Environ.& Atmos. Resrch. Stn.) 16-Nov 16-Apr 5.6 5.6 9.91 5.0 3 16.8 4.4 5 gal 7.1 2 2 

27350 KY Versailles  University of Kentucky (Woodford County Site)  18-Oct 20-Apr 5.6 5.6 16.65 8.5 5 28.0 7.4 2.5 &5 gal 11.9 2 3 
0152B2 LA Lafayette  University of Louisiana at Lafayette (Cade Farm)  15-Nov 1-Mar 2.6 2.6 15.94 8.1 3 7.8 2.1 2-1 gal 6.3 1 2 
0141C4 LA Monroe Ouachita National Wildlife Refuge 3-Nov 15-Mar 3.6 3.6 12.96 6.6 2 7.2 1.9 2-1 gal 5.4 1 2 
02E632 ME Limestone  Aroostook National Wildlife Ref. (Fire Training Area)  18-Sep 18-May 6.0 6.0 8.81 4.5 3 18.0 4.8 5 gal 7.1 1 2 
02D3A8 ME Old Town  University of Maine  (Rogers Farm Site)  18-Sep 19-May 6.0 6.0 9.78 5.0 3 18.0 4.8 5 gal 7.4 2 2 
02F544 MS Newton  Mississippi State University (Coastal Plain Exp. Station)  25-Oct 28-Mar 3.6 3.6 5.91 3.0 1 3.6 1.0 1 gal 2.5 1 1 
O9556 MT Wolf Point Fort Peck Indian Res. (Poplar River Site)  6-Sep 27-May 3.3 6.0 3.27 1.7 1 3.3 0.9 1 gal 1.8 1 1 

00A0CC MT Wolf Point  Fort Peck Indian Res. (Give Out Morgan Site)  6-Sep 27-May 3.3 6.0 3.27 1.7 1 3.3 0.9 1 gal 1.8 1 1 
0255BC NC Ashevile NC Mtn. Horticultural Crops Res. Ctr. (Backlund Site)  7-Oct 28-Apr 5.0 5.0 9.96 5.1 3 15.0 4.0 5 gal 6.6 1 2 
0246CA NC Asheville North Carolina Arboretum (Bierbaum Site)  6-Oct 5-May 5.0 5.0 9.96 5.1 3 15.0 4.0 5 gal 6.6 1 2 
00B3BA NE Lincoln  Audubon Society (Spring Creek Prairie Site)  10-Oct 1-May 5.6 5.6 7.21 3.7 2 11.2 3.0 1 & 2.5 gal 4.9 1 2 
00C52A NE Lincoln  University of Nebraska (Prairie Pines Site)  10-Oct 1-May 5.6 5.6 7.21 3.7 2 11.2 3.0 1 & 2.5 gal 4.9 1 2 

34430 NH Durham University of New Hampshire (Kingman Farm Site)  24-Oct 22-May 5.0 5.0 9.44 4.8 2 10.0 2.6 2.5 gal 5.2 1 2 
0332A0 NH Durham University of New Hampshire (Thompson Farm Site)  24-Oct 22-May 5.0 5.0 9.44 4.8 2 10.0 2.6 2.5 gal 5.2 1 2 
01C7D0 NM Socorro Sevilleta National Wildlife Refuge (LTER Site)  13-Oct 28-Apr 3.8 5.0 4.46 2.3 1 3.8 1.0 1 gal 2.2 1 1 
00D65C OK Stillwater Oklahoma State Univ. (Ag.  Research Farm Site)  24-Oct 10-Apr 4.2 4.2 12.08 6.1 3 12.6 3.3 1 & 2.5 gal 6.6 1 2 
00E3C6 OK Stillwater Oklahoma State University (Efaw Farm Site)  24-Oct 10-Apr 4.2 4.2 12.08 6.1 3 12.6 3.3 1 & 2.5 gal 6.6 1 2 
0184DA OR John Day John Day Fossil Beds Nat. Mon. (Sheep Rock Hdq.)                            
01F24A OR Riley National Great Basin Experimental Range 24-Aug 6-Jul 3.9 5.6 3.88 2.0 1 3.9 1.0 1 gal 2.1 1 1 

35746 RI Kingston University of Rhode Island (Plains Road Site)  2-Oct 7-May 4.2 4.2 12.74 6.5 3 12.6 3.3 1 & 2.5 gal 6.7 1 2 
0362DC RI Kingston University of Rhode Island (Peckham Farm Site)  2-Oct 7-May 4.2 4.2 12.74 6.5 3 12.6 3.3 1 & 2.5 gal 6.7 1 2 
0283D4 SC Blackville Clemson University (Edisto Research & Edu. Ctr.)  3-Nov 28-Mar 4.2 4.2 12.09 6.1 3 12.6 3.3 1 & 2.5 gal 6.6 1 2 
0290A2 SC McClellanville SCDNR (Santee Coastal Reserve)  18-Nov 21-Mar 2.6 2.6 11.11 5.6 2 9.2 2.4 2.5 gal 5.4 1 1 
0111B8 SD Sioux Falls  EROS Data Center 27-Sep 15-May 5.6 5.6 8.26 4.2 2 11.2 3.0 1 & 2.5 gal 5.2 1 2 
01B140 TX Monahans (Sandhills State Park)  4-Nov 4-Apr 2.6 4.2 3.66 1.9 1 2.6 0.7 1 gal 1.7 1 1 
01A236 TX Palestine NASA (National Scientific Balloon Facility)  7-Nov 23-Mar 4.2 4.2 9.81 5.0 2 8.4 2.2 2.5 gal 4.9 1 2 
0197AC WA Darrington North Cascades National Park (Marblemount)  16-Oct 1-May 4.2 4.2 31.22 15.9 7 29.4 7.8 2.5 & 5 gal 16.1 3 4 

                      
*Table mixture and amounts added based on Geonor T-200B Precipitation Gauge User Manual      
             26 1 gal         
        13 2.5 gal         
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Appendix F.  Initial USCRN Component Failure Rate 
Estimates 

F.1 Introduction 

This Appendix provides initial estimates of USCRN site component failure rates, independent of 
those that may result from vandalism, weather extremes, or other external causes.   The estimates 
result from an examination of the ATS, and an Internet search for manufacturer information, 
customer experience, and failure rate information for similar components.  This initial estimate 
was done during the early summer of 2003, a time at which very little actual failure rate 
experience with USCRN sites was available.  The ATS records generally covered the first half of 
2003, during which an average of approximately 25 sites were deployed.  For those components 
with a single unit per site, the associated operating period was on the order of 110,000 hours 
(4,380 hours x 25 sites).  When experience indicates these estimates are in need of revision, they 
should be replaced by estimates based on additional USCRN specific experience. 
 
Section F.5 provides an estimated site failure rate, based on component Meantime between 
Failure (MTBF) figures.  Section F.6 provides some routine component replacement 
considerations.  If the routine replacement suggestions are (or have been) implemented, it will 
likely reduce the estimated site failure rate considerably. 

F.2 Application 

The failure rate estimates should be a significant consideration in both logistics planning and 
maintenance workload projections, and should be kept current over the life of the program.  In 
planning for logistics stocking levels, some reasonable estimates regarding stock disbursal rates 
must be made.  For USCRN, the primary considerations include component failures, routine or 
preventive replacements, and external causes.  An example site failure rate, and its application to 
maintenance planning, is provided in Section F.5. 

F.3 Failure Rate Estimates 

Table 5 shows the estimated failure rates for most of the “active” site components.  Failure rate 
or “lifetime” information on the Precipitation Gauge heater assembly and the Low Voltage 
Disconnect is not available, but should be monitored for planning purposes over the life of the 
program.  See Section F.4 for the estimate rationale. 
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Table 5.  Component Failure Rate Estimates 
 

Annual Failure Rate 
Component Mean Time Between Failures 

Per Item 1 Per Site 2 
 
Data Logger 

 
683,280 hours 

 
1.3% 

 
 

 
Transmitter 

 
192,720 

 
4.5% 

 
 

 
Each Wire: 876,000 hours 

 
1%  

 
3% 

 
Precipitation Gauge 

 
Each Translator: 1,752,000 hours 

 
0.5% 

 
1.5% 

 
Air Temperature PRT 

 
Insignificant 

 
Insignificant 

 
 

 
Aspirator Fan 

 
180,000 hours3 

 
5%3 

 
15%3 

 
Anemometer 

 
Insignificant3 

 
Insignificant3 

 
 

 
Solar Radiation Sensor 

 
Insignificant 

 
Insignificant 

 
 

 
IR Temperature Sensor 

 
Insignificant 

 
Insignificant 

 
 

 
Surge Suppressor 

 
Insignificant 

 
Insignificant 

 
 

 
Battery 

 
87,600 hours 

 
10% 

 
19% 

 
Battery Charger 

 
650,000 hours 

 
1.3% 

 
 

 
Notes: 1. The likelihood that any given unit will fail in any given year. 

2. The likelihood that any given site will experience a failure of this component in any 
given year, based on multiple units per site. 

3. This assumes the currently planned annual maintenance - see rationale. 

F.4 Failure Rate Estimate Rationale 

F.4.1 Datalogger 

>ATS:  ATS shows there have been two datalogger replacements (Kingston, Fairbanks) 
recorded as Incident Reports (IRs) 049 and NEW101.  The datalogger operating life has been on 
the order of 110,000 hours (25 sites for 6 months).  Based on this limited period, the MTBF is 
approximately 55,000 hours. 

>Manufacturer:  Campbell Scientific (CSI) quotes an experienced MTBF of 78 years for the 
CR23X.  This figure is apparently extrapolated from warranty (3 year) period returns.  (See 
www.campbellsci.co.uk/aboutcsl.pdf).  CSI indicates that this figure results from dividing the 
total service life for all units sold, by the number of failures during the warranty period.  Using 
the formula R=e-(t/MTBF) where t is one operational year and MTBF is CSI’s figure, the likelihood 
that a given datalogger will not fail during any given year is 98.7%. 

>Conclusion:  CSI’s figure is obviously better than that experienced by USCRN at this early 
point in the program, and is probably more representative.  If we use the CSI figure, the 
likelihood that any given datalogger will fail in any given year is 1.3%. 
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F.4.2 Transmitter 

>ATS:  ATS shows there have been two transmitter replacements (Kingston, Lafayette) recorded 
as IRs 012 and 048.  With 110,000 operating hours (25 sites for 6 months), the MTBF for this 
limited period is approximately 55,000 hours. 

>Manufacturer:  Seimac Limited received NESDIS certification for their Satellite High Data 
Rate (SAT HDR) on or about November of 2000, and reliability information is apparently not 
readily available. 

>Conclusion: An Internet search for GOES transmitter reliability information was not 
productive.  A representative estimate of 22 years can be derived from using various 
manufacturers’ overall Date Collection Platform (DCP) MTBF figures.  Using this initial 
estimate of 22 years for a transmitter MTBF indicates that the likelihood of a given transmitter 
failing during any given year would be on the order of 4.5%.  This is significantly better than the 
CRN experience, but given the limited period of the CRN evaluation and the likelihood of 
product infant mortality, the 22-year figure is considered to be more representative.  Using this 
22-year figure, the likelihood that any given transmitter will fail in any given year is 4.5%. 

F.4.3 Precipitation Gauge 

>ATS:  ATS shows there have been three broken wires (Kingston, Limestone, Monroe) recorded 
as IRs 008, 016, and 034.  In addition, there has been one broken bucket (Durham, 009), and one 
translator failure (Newton, 065).  With approximately 328,000 operating hours (6 months, 25 
sites, 3 wires), the wire MTBF has been 109,500 hours.  The translator MTBF has been on the 
order of 328,000 hours, and the bucket failure is most likely not a predictor of overall bucket 
reliability. 

> Other Sources: Although the Geonor T-200 has been in wide use for a number of years, an 
Internet search for failure rate information on Geonor T-200 or similar gauges was not 
productive.  A small number of Geonor maintenance logs were found, but these were apparently 
for one or two gauges and not considered statistically significant.   It has been reported that a 
statistically significant number of T-200 single wire gauges in Canada have exhibited a failure 
rate of one percent per year. 

>Conclusion: The one percent per year wire failure rate translates to an MTBF of 876,000 hours.  
This figure is significantly higher than that experienced by USCRN at this point in the program, 
and is likely more representative due to the apparently larger number of operating hours.  The 
initial conclusion is that the likelihood of any Geonor gauge, in any given year, experiencing a 
wire failure is 3%, and experiencing a translator failure is 1.5 percent. 

F.4.4 Air Temperature PRT 

>ATS: ATS shows there has been one PRT replacement (Blackville, IR#36), and multiple 
instances in which air temperature readings have differed significantly at particular sites.  The 
recent incident at Wolf Point (IR#105, 6/3/03), which showed a difference of three degrees 
Celsius among that site’s sensors is an example.  Considering that a difference of 0.4 degrees has 
been a basis for replacing a PRT, this analysis will assume that one PRT at Wolf Point has failed.  
We will not assume a PRT failure at Barrow, although there have been on the order of five IRs 
associated with deviations in that site’s temperature readings.  Considering six months of 
operation with 3 PRTs at 25 sites, and two failures, the MTBF is 164,250 hours. 
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> Other Sources:  Although PRTs are available from numerous sources, and have been in 
common use for some time, no failure rate information was found to be readily available on the 
web.  For an approximate figure, the MIL-HDBK-217E failure rate figure for a low power active 
device can be considered representative, and this figure is .0152 failures per million hours, or an 
MTBF of over 15 million hours. 

>Conclusion: The PRT does not have a representative use-based failure mode, and any failures 
will most likely be due to manufacturing defects and occur soon after installation.  The initial 
conclusion is that PRT failures, not induced by external sources such as lightning or physical 
stresses, will be insignificant. 

F.4.5 Air Temperature Aspirator 

>ATS: At the conclusion of the January through June demonstration evaluation, ATS showed 
that there were three aspirator fan failures (IRs 042, 079, 107), as well as a number of cases in 
which fan speed has shown erratic behavior.  Erratic fan speed may be an early indicator of fan 
failure.  Considering six months of operation with 3 fans at 25 sites, and three failures, the 
MTBF is 109,500 operating hours. 

>Other Sources: Papst specifies a service life of 62,500 hours at 40 degrees C. for their model 
4212 (see www.papstplc.com).  A number of other Papst fans were found on vendor web pages 
(http://www.pcsilent.de/en/products/quiet_fans_80.asp, for example), most of which showed an 
operating lifetime of 80,000 hours at 40 degrees C and 40,000 hours at 70 degrees C.  Other 
brands of ball bearing cooling fans, such as those found in computers or power supplies, show an 
MTBF range generally between 60,000 and 100,000 hours. 

>Conclusion:   The Papst service life of 62,500 hours is generally consistent with the operating 
life quoted for similar fans.  The figure of 109,500 hours, based on ATS entries during the 
demonstration, is about 75% higher, but it is based on a relatively brief average operating period 
of approximately 6 months.  Six months is approximately 7% of the 62,500 hour (7 year) service 
life quoted by Pabst, indicating that these are “early” failures.  The initial conclusion is that the 
aspirator fan MTBF is 62,500 hours, and this would be the initial estimate for USCRN if no 
routine replacements were planned.  USCRN routine maintenance specifies replacement of one 
(of three) fan per site, each year, corresponding to an effective three-year replacement cycle.  To 
reflect this three-year replacement cycle, the USCRN operational MTBF estimate is 180,000 
hours, which reflects the projected fan failure rate expected in a three-year period.  This revised 
MTBF for the fan is based on the following considerations: (a) if the failure rate of the deployed 
population is reasonably distributed with half having failed at 7 years, the expected MTBF in the 
first three years would be on the order of 250,000 hours; (b) to date (8/03), there have been on 
the order of a dozen recorded fan failures, which occurred over approximately 156 equivalent 
years of fan operation (based on three fans per site, and 52 site-years of operation to date).  Note 
that, despite the 156 years of equivalent operation, none of the failed fans had approached their 
quoted service life.  Dividing the 156 years by the 12 failures indicates an experienced MTBF on 
the order of 115,000 hours.  The projected three-year failure rate of 180,000 hours is the average 
of these two figures, 250,000 and 115,000 hours.  Using the 180,000-hour MTBF estimate, the 
likelihood of any fan failing in any given year is 5%.  Considering that each site has three fans, 
the likelihood that a site will experience a fan failure in any given year is on the order of 15%. 
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F.4.6 Anemometer 

>ATS: ATS has no apparent entries in which an anemometer has failed and been replaced.  The 
only entries related to wind speed measurements are IRs 0001and 0043, both of which were 
attributed to icing, and both of which apparently conclude that the anemometer returned to 
normal operation with no maintenance action. 

>Other Sources:  An Internet search was not productive in identifying reliability information on 
the Met One model 014A anemometer.  A number of web sites reported good experience with 
this sensor, and indicated two potential points of failure.  The first is the bearing assembly, which 
the USCRN program currently plans to replace annually.  The second is the reed switch, which 
some web sites recommended be replaced every three years.  Modern sealed magnetic reed 
switches, such as that used in the 014A, are typically specified for “billions” of operations.  For a 
site with constant winds on the order of 8 miles per hour, a billion operations would occur after 
roughly 34 months. 

>Conclusion: Considering the durable construction of the anemometer, the planned annual 
bearing replacements, and the apparent positive experience of users, the initial conclusion is that 
anemometer failures will be a negligible cause for their replacement when compared to 
preventive maintenance and vandalism.  If the reed switches are not to be routinely replaced, as 
some users have apparently determined to be appropriate, they may represent  a potential source 
of anemometer failures after a few years of operation. 

F.4.7 Solar Radiation Sensor 

>ATS: ATS has no entries associated with solar radiation sensor failures. 

>Other Sources:  An Internet search was not productive in identifying reliability information on 
the Kipp & Zoen SP Lite.  Considering that this sensor basically consists of a photodiode and 
resistor, an approximate MTBF can be derived from MIL-HDBK-217E.  Considering the base 
failure rate data for these two components, the MTBF of their combination is on the order of 
60,000,000 hours. 

>Conclusion: The solar radiation sensor does not have a representative use-based failure mode, 
and any failures will most likely be due to manufacturing defects and occur soon after 
installation.  The initial conclusion is that solar radiation sensor failures, not induced by external 
sources such as lightning or physical stresses, will be insignificant. 

F.4.8 IR or Ground Surface Temperature Sensor 

>ATS:  ATS has no apparent entries showing replacement of the IR sensor.  A number of entries 
associated with ground surface temperature readings reflect interesting events, and four indicate 
suspicious readings with no meteorological explanation  (67, 72, 108, 146).  It is assumed here 
that either the IR sensors at Stillwater, OK (67, 72, 146), or at Champaign, IL (108) has failed, 
and the other’s behavior has been due to transient obscuration of the sensor (spiders?).  Based on 
this assumption, with six months of operation for 25 sites, the MTBF would be on the order of 
110,000 hours. 

>Other Sources:  An Internet search was not productive in identifying reliability information on 
the Apogee Instruments IRTS-P, similar devices, nor for the types of thermocouples, which this 
sensor employs.  A number of devices with integrated thermocouples are associated with MTBFs 
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well beyond 10 years, with anticipated failures more associated with their more complicated and 
sensitive components. 

>Conclusion: The ground surface temperature sensor does not have a representative use-based 
failure mode, and any failures will most likely be due to manufacturing defects and occur soon 
after installation.  The initial conclusion is that ground surface temperature sensor failures, not 
induced by external sources such as lightning, corrosion, or physical stresses, will be 
insignificant. 

F.4.9 Surge Suppressor 

>ATS: The only apparent entries regarding the surge suppressor are IR#7 and IR#13.  IR#7 
indicates the USCRN site in New Hampshire became inoperative in February of 2002 due to 
battery depletion.  The correction was to plug the charger into a different socket on the surge 
suppressor, after which the site apparently had no related problems.  IR#13 indicates the battery 
charger was shorted out due to lightning, which would imply the surge suppressor did not 
provide the intended protection.  There are no ATS entries indicating replacement of a surge 
suppressor. 

>Other Sources:  An Internet search was not productive in identifying reliability information on 
the “ISOTEL4ULTRA” device.  The manufacturer, Tripp-Lite, provides a lifetime warranty on 
this model. 

>Conclusion:  The initial conclusion is that surge suppressor failures, not induced by external 
sources, will be insignificant. 

F.4.10 Battery 

>ATS: There are no apparent entries attributing problems to the battery itself.  There are a 
number of IRs indicating transmission stoppage during cold weather, and at least one (#98) 
indicating gaps in stored data.  Although such problems may be associated with ambient 
temperatures beyond the operational range of the battery (-20 to +25 C), there is no real evidence 
that this was the case.  There are no ATS entries indicating replacement of the battery. 

>Other Sources: The manufacturer, East Penn Manufacturing Company, states a design life of 
10 years at 77 degrees Fahrenheit. for the Unigy I 12GVR-100 battery.  Similar products from 
other sources are in the same range, 10 yr @ 77 degrees, 5yr. @ 91, 3yr. @ 104.  Uninterruptible 
Power Supplies (UPS) vendors typically specify battery MTBF figures in the 55,000-130,000 
hour range. 

>Conclusion: The manufacturer’s stated design life is consistent with MTBF figures for similar 
products.  The initial battery MTBF estimate is 87,600 hours.  Because the USCRN battery 
configuration apparently uses two batteries in parallel, it’s likely a failure in either battery would 
require prompt maintenance action (this analysis should be revised if the two batteries are 
sufficiently isolated).  The initial MTBF estimate for the CRN battery configuration, is half that 
of a single battery, or 43,800 hours.  With no scheduled replacement, the likelihood of any 
USCRN site requiring a battery replacement in any given year is 19%. 

F.4.11 Battery Charger 

>ATS: There are three IRs associated with the battery charger (13, 17, 50).  Two indicate that 
operation was restored by manual wiring reconnection, and one (13) indicates charger 
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replacement following a lightning event.  There are no Irs which indicate a routine failure of the 
charger during the approximate 110,000 hours of operation (25 sites, 6 months). 

>Other Sources:  An Internet search was not productive in identifying reliability information on 
the “Statpower Truecharge” line of chargers.  The manufacturer provides a one-year warranty on 
all Truecharge models.  This charger is microprocessor controlled, and self protected from 
polarity reversal, short-circuits, and surges.  An initial MTBF estimate of 650,000 hours can be 
made with reasonable assumptions regarding parts count and MIL-HDBK failure rates.  The 
specified temperature range of this charger (0 to 30 C operating; -25 to 70 C storage) may be of 
some concern, considering that some USCRN sites are likely to see temperatures go below even 
the specified storage range. 

>Conclusion: With no routine failures recorded in the ATS, and no failure information on the 
Internet despite an apparently large customer base, this charger does appear to be reliable.  Using 
the 650,000-hour MTBF estimate, the likelihood that any given USCRN battery charger will fail, 
not induced by external sources, in any given year is on the order of 1.3%. 
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F.5. Example Site Failure Rate based on Component MTBF 

Each active component of a USCRN site and its initial MTBF estimate is shown in Table 6 
(components with “insignificant” failure rate estimates are excluded). 
 

Table 6.  USCRN Component MTBF Estimate 
 

 
Component 

 
MTBF 

 
Battery Charger 

 
650,000 

 
Battery 
      (2 of 2) 

 
87,000 
     (43,800) 

 
Datalogger 

 
683,280 

 
Geonor Wire 
     (3 of 3) 

 
876,000 
     (292,000) 

 
Geonor Translator 
     (3 of 3) 

 
1,752,000 
     (584,000) 

 
PRT and Aspirator 
     (3 of 3 combinations) 

 
179,533 
     (65,844) 

 
Transmitter 

 
192,720 

 
These figures can be combined into an overall site MTBF of 19,489 hours, or roughly 2.2 years.  
This would indicate that, on average, a USCRN site would require an unscheduled maintenance 
visit approximately every 26 months to correct routine failures.  To address externally induced 
failures, such as vandalism or weather extremes, an approximate estimate of “one site in forty 
per year” has been mentioned in USCRN budget and planning documents.  Using this figure, a 
site “MTBF due to external causes” of 350,400 hours can be derived.  Combining these two 
MTBF figures results in an overall MTBF of 18,450 hours, indicating that, on average, a 
USCRN site will require an unscheduled maintenance visit every 25 months, or 0.48 visits per 
year. 

F.6 Additional Routine Replacement Considerations 

The decision to replace the aspirator fan on a three-year cycle has effectively improved the 
estimated site MTBF from 11,486 hours to 18,450, reducing the projected annual corrective 
maintenance from 0.76 visits per site to 0.48.  Scheduled replacement of the battery may result in 
an additional improvement.  The quoted design life of the battery is 10 years (see Section 
F.4.10).  It may be worthwhile to consider routine replacement at the five to seven year point. 
 
The anemometer is currently scheduled for site replacement on an annual basis.  Replaced 
anemometers will be refurbished with new bearings and put into ATDD stock.  If not already 
planned, there are indications (see Section F.4.6) that the reed switch should be considered for 
replacement on a 3-year cycle. 
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Appendix G: USCRN Integrated Logistics Support (ILS) Plan 

G.1 Introduction 

This appendix provides an initial estimate of the efforts necessary to provide logistics support for 
the USCRN.  Beginning with a USCRN logistics “concept of operations”, this plan quantifies 
projected stock disbursal rates, identifies the necessary stocking levels, and estimates the 
resources necessary to meet the logistics requirement. 

G.2 The USCRN Logistics Support Concept of Operations 

USCRN field sites are supported by a central logistics facility, currently operated by the AT DD, 
one of several divisions of NOAA’s Air Resources Laboratory (ARL).  Field sites do not locally 
store replacement parts, nor are replacement parts sent from vendors directly to sites.  The 
central facility provides the following logistics functions: 

• Procurement 
• Receiving and quality control 
• Central calibration 
• Selected component repair and reconditioning 
• Component tracking and maintenance of logistics records 
• Responsive delivery of replacement components to field sites 
• Provision of sufficient stock to support routine annual component replacements, 

corrective maintenance component replacements, as well as whole system replacements 
• Warranty administration 
• Maintenance of site configuration data 
• Documentation of failure rates 
• Central engineering 

G.2.1 Logistics Support of Scheduled Maintenance Activities 

Each field site will receive an annual visit in accordance with the USCRN preventive 
maintenance plan.  As a matter of routine, the following components will be replaced during 
each annual visit: (1) Data Logger, (2) One (of three) PRT assembly, (3) One (of three) aspirator 
fan, (4) Anemometer, and (5) Solar Radiation Sensor.  With the exception of the aspirator fan, 
which will be discarded, the removed components will be returned to the central logistics facility 
for refurbishment/recalibration and then placed in the logistics stock. 
 
The annual visit includes replenishment of each site’s anti-freeze and oil supply for the 
precipitation gauge.  A year’s supply of each will be delivered to each site during the annual 
visit, along with a sealable container for local storage of liquid periodically emptied from the 
gauge during the coming year.  The central logistics facility must ensure that sufficient stock is 
maintained to support the annual component replacements, as well as provide the necessary 
resources to test, refurbish, calibrate, track, and re-stock components.  A sufficient supply of oil, 
anti-freeze, and sealable containers must be on hand, along with suitable means for disposal of 
the liquid returned from each field site. 
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G.2.2 Logistics Support of Corrective Maintenance Activities  

The central logistics facility is the single source of replacement parts for field site corrective 
maintenance.  The field site restoration requirements range from three days to two weeks, 
depending on the severity of the failure.  The central logistics facility must be sufficiently 
responsive to support the restoration requirements, ensuring that replacement components are 
delivered to field sites within the required restoration period.  In general, failed components will 
be returned to the central logistics facility, where they will be repaired or replaced to maintain 
the necessary stocking levels. 
 
The central logistics facility must have appropriate stock on hand to support corrective 
maintenance, responsive shipping provisions, and the necessary resources for repair/replacement 
of returned components.  The central logistics facility must have sufficient administrative 
resources to track warranties, failure rates, and maintain site configuration data. 

G.2.3 Logistics Support for Restoration of Severe Physical Damage 

The central logistics facility is the single source for new and replacement field site 
configurations.  A number of field site components, such as tower components or fencing 
materials, could be expected to have a service life on the order of tens of years, and not be 
significant considerations for logistics planning.  In the case of USCRN field sites, however, 
their remote and unmanned locations make them somewhat susceptible to physical damage 
caused by animals, vandals, or natural causes.  In order to respond to such events, the central 
logistics facility must maintain an adequate supply of each physical component necessary to 
responsively replace a damaged site.  For budget planning purposes, the program assumption is 
that one site in forty will be completely destroyed each year. 

G.2.4 Logistics Support for System Evolution 

Although the current system configuration may remain relatively stable for the coming decade, 
the projected program life is on the order of fifty to one hundred years.  During this period, new 
or additional components will be phased in, and obsolete or unsupportable items will be phased 
out.  The central logistics facility must retain sufficient engineering and test resources to insure 
that the evolving baseline remains supportable and that the integrity of the program is not 
compromised. 

G.3 Projected Stock Disbursal Rates of “Active” Components 

In this section, stock disbursal rates are projected for what are commonly considered “active” 
components, such as the sensors and electronic components.  Disbursal of most of these 
components will primarily be associated with routine and corrective maintenance actions.  
Replacement of other components, such as tower, antenna, fencing, cabling, and mounting 
hardware, is assumed to follow the “one in forty per year” described in Section G.2.3. 
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G.3.1 Disbursal in Support of Routine Annual Replacements 

To support routine annual component replacements, the following items will be disbursed from 
the central logistics facility, each year, for each deployed site: 

• One data logger 

• One PRT assembly 

• One aspirator fan 

• One anemometer 

• One solar radiation sensor. 

G.3.2 Disbursal in Support of Corrective Maintenance 

Disbursal in support of USCRN corrective maintenance is based on the projected failure rates of 
the active components.  Derivation of the projected failure rates is provided in a separate 
appendix, entitled “Initial USCRN Component Failure Rate Estimates”.  The failure rates, or 
MTBF, identified in Table 7 are taken from that appendix.  As appropriate, the MTBF figures 
should be revised in accordance with future operational experience. 
 

Table 7.  Projected Annual Disbursal in Support of Corrective Maintenance 
 

USCRN Site Failure Rate Estimates 

Annual Failure Rate Component 
MTBF 

Per Item1 Per 
Site2 

Projected Annual 
Disbursal per 
Deployed Site 

Data Logger 683,280 hours 1.3%  .013 

Transmitter 192,720 4.5%  .045 

Each Wire: 876,000 hours 1%  3% .03 Precipitation Gauge 

Each Translator: 1,752,000 
hours 

0.5% 1.5% .015 

Air Temperature PRT Insignificant Insignificant  0 

Aspirator Fan 180,000 hours3 5%3 15%3 .15 

Anemometer Insignificant3 Insignificant3  0 

Solar Radiation 
Sensor 

Insignificant Insignificant  0 

IR Temperature 
Sensor 

Insignificant Insignificant  0 

Surge Suppressor Insignificant Insignificant  0 

Battery 87,600 hours 10% 19% .19 

Battery Charger 650,000 hours 1.3%  .013 

 
Notes: 1. The likelihood that any given unit will fail in any given year. 

2. The likelihood that any given site will experience a failure of this component in any 
given year, based on multiple units per site. 

3. This assumes the currently planned annual maintenance 
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G.3.3 Annual Active Component Disbursal Summary 

The anticipated annual stock disbursal of active components due to routine replacement, 
corrective maintenance, and physical damage is shown in Table 8.  For planning and logistics 
stocking purposes, the occurrence of physical damage due to vandalism, animals, and natural 
causes is assumed to be total destruction to one site in forty.  Numbers in the “physical damage” 
column below are based on this “one site in forty” assumption, and the quantity per site. 
 

Table 8.  Initial Annual Projection of Active Component Disbursal 
 

Annual Disbursal for Each Deployed Site 
Average Annual 

Disbursal Based on 
Site Count Component 

Routine 
Replacement 

Corrective 
Maintenance 

Physical 
Damage Total 40 Sites 100 Sites 

 
Data Logger 

 
1 

 
.013 

 
.025 

 
1.038 

 
41.52 

 
103.8 

 
Transmitter 

 
0 

 
.045 

 
.025 

 
.07 

 
2.8 

 
7 

 
Geonor Wire 

 
0 

 
.03 

 
.075 

 
.105 

 
4.2 

 
10.5 

 
Geonor 
Translator 

 
0 

 
.015 

 
.075 

 
.09 

 
3.6 

 
9 

 
PRT Assy. 

 
1 

 
0 

 
.075 

 
1.075 

 
43 

 
107.5 

 
Fan 

 
1 

 
.15 

 
.075 

 
1.225 

 
49 

 
122.5 

 
Anemometer 

 
1 

 
0 

 
.025 

 
1.025 

 
41 

 
102.5 

 
SR Sensor 

 
1 

 
0 

 
.025 

 
1.025 

 
41 

 
102.5 

 
IR Sensor 

 
0 

 
0 

 
.025 

 
.025 

 
1 

 
2.5 

 
Surge 
Suppressor 

 
0 

 
0 

 
.025 

 
.025 

 
1 

 
2.5 

 
Battery 

 
0 

 
.19 

 
.05 

 
.24 

 
9.6 

 
24 

 
Battery 
Charger 

 
0 

 
.013 

 
.025 

 
.038 

 
1.52 

 
3.8 
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G.4. Logistics “Pipeline” Delay 

The time interval that begins when a component is removed from stock, and ends when it or its 
replacement is put back into stock, is typically considered to be the logistics pipeline delay.  As a 
representative USCRN-specific example, consider an anemometer.  When an anemometer is 
drawn from stock in support of a routine annual replacement, the anemometer that it has replaced 
is returned to the logistics facility, where it is refurbished with new bearings and reed switch, 
calibrated, and put into stock.  It’s likely that these actions may not take place immediately upon 
return to the central logistics facility, but may be somewhat of a batch process performed on a 
small number of returned anemometers for efficiency considerations.  In some cases, a returned 
anemometer may not be worthy of refurbishment, and a new one will be ordered, tested, 
calibrated, and stocked.  The batch process will likely apply to this case as well, considering that 
procurement of single anemometers may not be efficient. 
 

Calculating the logistics delay for each USCRN component is somewhat impractical, considering 
that it would depend on unpredictable variables such as return time, available manpower at any 
given time, procurement delays for components or repair parts, and the quantity of components 
that constitute an efficient “batch”.  Based on apparent experience to date, an initial logistics 
pipeline delay for each USCRN component is considered to be one month.  Logistics delay is a 
significant consideration in establishing stocking levels.  For any USCRN components for which 
this initial one-month estimate is not realistic, the stocking estimate in Section G.5 of this 
appendix should be revised. 

G.5 Initial Determination of Stocking Levels 
G.5.1 Minimum Stocking Levels 

The goal of the USCRN logistics system is to insure that necessary replacement components are 
readily available to field sites when needed, without an inappropriate investment in replacement 
components.  This can be accomplished by establishing minimum stocking levels sufficient to 
cover all disbursements during the logistics delay period (LDP).  If incidents of routine 
replacement, corrective maintenance, and physical damage are in accordance with estimates 
stated earlier in this appendix, and are uniform throughout each year, the minimum stocking 
level for each USCRN component would be one twelfth the projected annual disbursal 
(assuming the one-month logistics delay), rounded to the next higher integer.  Because such 
incidents are not uniformly distributed, the following assumptions appear appropriate: 

• For routine annual maintenance, the assumption is that scheduling considerations and 
inclement weather will restrict site visits to nine months during the year.  As a result, the 
LDP disbursements for routine maintenance will be one-ninth of that projected for the year. 

• For corrective maintenance, the assumption is that in any given month, any given component 
can experience a failure rate five times the projected failure rate.  As a result, the LDP 
disbursements for corrective maintenance will be five-twelfths that projected for the year. 

• For physical damage, the assumption is that the total annual incident rate will take place 
during any given month.  As a result, the LDP disbursements for physical damage will be 
equal to that projected for the year.  A minimum of two of each component should be in 
stock.  Application of these assumptions to the “initial annual projection of active 
component disbursal” presented in Section G.3.3, leads to the minimum stocking levels 
shown in Table 9. 
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Table 9.  Estimated Minimum Stocking Levels for USCRN Active Components 
 

Component 
Monthly 

Site 
Multiplier 

For 40 Deployed 
Sites 

For 100 
Deployed Sites 

Data Logger .14 6 14 

Transmitter .044 2 5 

Geonor Wire .088 4 9 

Geonor Translator .081 4 9 

PRT Assy. .186 8 19 

Fan .248 10 25 

Anemometer .136 6 14 

SR Sensor .136 6 14 

IR Sensor .025 2 3 

Surge Suppressor .025 2 3 

Battery .129 6 13 

Battery Charger .03 2 3 

 

G.5.2 Application of the Minimum Stocking Levels 

The minimum stocking levels presented in Section G.5.1 are considered to be the lowest stock 
necessary to sustain USCRN site operations.  As such, they represent not a recommended stock 
level, but a level below, which the logistics system should not fall.  The recommendation is that, 
when the ready supply of any component begins to approach the stated minimum level, 
responsive replenishment actions are taken.  Because the calculated minimums are based on a 
number of assumptions and projections, stock disbursal rates should be closely monitored over a 
representative period of time in order to verify or revise the information presented in this 
appendix. 

G.5.3 Procurement Quantity 

This appendix does not attempt to establish “maximum” stocking levels or recommend specific 
procurement quantities.  These decisions should be based on a number of considerations, 
including storage space, shelf life, quantity discounts, funding constraints, and near term plans 
for system evolution.  Secondary to these considerations, a reasonable guideline to procure a 
minimum six-month quantity appears reasonable. 

G.6 Central Logistics Facility Resource Estimate 

The central logistics facility must have sufficient staff, test equipment, and calibration equipment 
to perform the functions identified in this appendix.  This resource estimate assumes 100 
deployed sites and a uniform distribution of effort over one year.  Although efforts specifically 
associated with field site maintenance and new site installation may be performed by the central 
facility, such efforts are beyond those required for steady-state logistics support and are not 
considered in the estimate. 
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G.6.1 Annual Central Logistics Facility Workload 

Based on the information presented in Section G.3.3 of this appendix, the following quantities of 
“active” components will cycle through the central logistics facility each year: 

• 104 Data Loggers 

• 7 DCP Transmitters 

• 11 Geonor Wires 

• 9 Geonor Translators 

• 108 PRT Assemblies 

• 123 Fans 

• 103 Anemometers 

• 103 Solar Radiation Sensors 

• 3 IR Sensors 

• 3 Surge Suppressors 

• 24 Batteries 

• 4 Battery Chargers 

In addition, based on projections for physical damage, all “passive” components for three entire 
sites will require replacement by the central logistics facility.  The passive components include 
all hardware and wiring, or an entire site configuration less the active components. 

G.6.2 Staffing 

Table 10 provides an estimate of the annual staff effort necessary to process the components 
identified in Section G.6.1.  Time estimates, in hours, for each listed activity are presented on a 
single component basis, added, and multiplied by the quantity of components to be processed 
during one year. 
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Table 10.  Central Logistics Facility - Projected Annual Staff Effort for 100 Systems 
 

Component Receiving and 
Quality Control 

Repair or 
Replace, and 
Calibration 

Admin Stocking Quantity Annual 
Effort 

 
Data Logger 

 
1 

 
.5 

 
.25 

 
.25 

 
104 

 
208 

 
Transmitter 

 
.25 

 
.3 

 
.5 

 
.25 

 
7 

 
9.1 

 
Geonor Wire 

 
.25 

 
.5 

 
.25 

 
.25 

 
11 

 
1.25 

 
Geonor 
Translator 

 
.25 

 
0 

 
.25 

 
.25 

 
9 

 
6.75 

 
PRT Assy. 

 
.3 

 
.5 

 
.25 

 
.25 

 
108 

 
140.4 

 
Fan 

 
.25 

 
0 

 
.1 

 
.25 

 
123 

 
73.8 

 
Anemometer 

 
.25 

 
2 

 
.25 

 
.25 

 
103 

 
283.25 

 
SR Sensor 

 
.25 

 
1 

 
.25 

 
.25 

 
103 

 
180.25 

 
IR Sensor 

 
.25 

 
1 

 
.25 

 
.25 

 
3 

 
5.25 

 
Surge 
Suppressor 

 
.25 

 
0 

 
.25 

 
.25 

 
3 

 
2.25 

 
Battery 

 
.25 

 
0 

 
.25 

 
.25 

 
24 

 
18 

 
Battery 
Charger 

 
.3 

 
.25 

 
.25 

 
.25 

 
4 

 
4.2 

 
Passive 
Components 

 
16 

 
0 

 
4 

 
3 

 
3 

 
69 

 
TOTAL STAFF HOURS PER YEAR 

 
1,001.5 

 
APPROXIMATE EQUIVALENT FTE 

 
0.5 

 

G.6.3 Calibration and Test Equipment 

(To be provided) 

G.6.4 Facilities 

(To be provided) 
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Preface 
 
 
This document comprises the National Oceanic and Atmospheric Administration (NOAA)/ 
National Environmental Satellite, Data, and Information Service (NESDIS) initial baseline 
publication of the Climate Reference Network (CRN) Site Information Handbook (version 
DCN 0, December 10, 2002, publication).  The document number is NOAA-CRN/OSD-2002-
0002R0UD0. 
 
This handbook provides an overview of the United States Climate Reference Network (USCRN) 
Program and the requirements needed to establish and maintain an instrument site.  The 
document provides a general description of a typical instrument site, site preparation and 
installation activities, access to power, and minimal maintenance requirements.  A sample copy 
of the Site License Agreement is included at the end of this handbook.   
 
The publication of this baseline document closes the following Document Configuration Change 
Request: 
 
 DocCCR-Multi-Miscl-2002-0001 
 
This baseline programmatic document has been developed from the NOAA-NESDIS/NCDC Site 
Information Handbook, dated 09-04-02. 
 
NOAA/NESDIS acknowledges the efforts of the NOAA/NESDIS National Climatic Data Center 
(NCDC) and Short and Associates, Inc., for their preparation of the material in this document.   
 
Future updates and revisions to this document will be produced and controlled by 
NOAA/NESDIS. 
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Section 1.  Introduction 
 

 
The purpose of this U. S. Climate Reference Network (USCRN) Site Information Handbook is to 
provide an overview of the USCRN Program and the requirements needed to establish and 
maintain an instrument site.  This handbook provides a general description of a typical 
instrument site, site preparation and installation activities, access to power, and minimal 
maintenance requirements.  A draft copy of the Site License Agreement is included at the end of 
this handbook.  This sample agreement has been reviewed and approved by the Department of 
Commerce, Office of the General Counsel.  There is some flexibility to make minor 
modifications to meet specific concerns or needs of the host organization granting use of their 
property.   
 
The USCRN Program has the long-term commitment of the Department of Commerce (DOC) 
and the National Oceanic and Atmospheric Administration (NOAA).  This network will be 
maintained and modernized during the life of the program.  
 
This is a unique opportunity to participate in a program that will collect and analyze the highest 
quality climate data possible.  Research based on these data will directly support near and long 
term policy and decision plans made by senior government and business leaders. 
 
The USCRN Program Manager will contact the appropriate person(s) that you may suggest to 
further discuss the host organization’s opportunity to be a partner in establishing a high quality 
USCRN instrument site on the respective property. 
 
1.1 Background 
 
The research community, government agencies, and private businesses have identified 
significant shortcomings in understanding and examining long-term climate trends and change 
over the U.S. and surrounding regions.  Some of these shortcomings are due to the lack of 
adequate documentation of operations and changes regarding the existing and earlier observing 
networks, the observing sites, and the instrumentation over the life of the network.  These 
include inadequate overlapping observations when new instruments were installed and not using 
well-maintained, calibrated high-quality instruments.  These factors increase the level of 
uncertainty when government and business decision-makers are considering long-range strategic 
policies and plans.  Never before have people been so aware of the impact of the environment 
and climate variability and change on the quality of life and the economic health of a nation, its 
citizens, and the population of the world.  This project will serve as a model for establishing 
similar networks in other countries. 
 
The U. S. Climate Reference Network (USCRN) is a new climate-observing network supported 
by the National Oceanic and Atmospheric Administration (NOAA).  The Ten Climate 
Monitoring Principles recognized by the National Research Council (NRC) and members of the 
World Meteorological Organization (WMO) will guide this climate-observing network.  This 
network meets the requirements of the Global Climate Observing System (GCOS).  The USCRN 



NOAA/NESDIS  NOAA-CRN/OSD-2002-0002ROUD0 
CRN Series  December 10, 2002 
X030  DCN 0 

 2  

Program is being implemented and managed by the National Climatic Data Center (NCDC) 
located in Asheville, NC.  Scientists and engineers from the Atmospheric Turbulence and 
Diffusion Division (ATDD) located in Oak Ridge, TN, are assisting the NCDC USCRN Program 
staff.   System design and test, implementation, and associated programmatic budgets and plans 
support is being provided by the NESDIS Office of systems Development.  
 
The primary goal of the U. S. Climate Reference Network (USCRN) is to provide future long-
term high quality observations of surface air temperature and precipitation that can be coupled to 
past long-term observations for the detection and attribution of present and future climate 
change.  The USCRN fulfills the Nation’s need for long-term high quality climate observations 
and records with minimal time-dependent biases affecting the interpretation of decadal to 
centennial climate variability and change. 
 
The USCRN will provide the Nation with a first class long-term (50 to 100 years) observing 
network that will serve as the Nation’s Benchmark Climate Reference Network.  When fully 
implemented, the network will consist of several hundred instrument suites strategically selected 
to capture climate trends, variations, and change across the Nation.   
 
Data from these USCRN sites will be used to provide the best possible information on long-term 
changes in air temperature and precipitation, including means and extremes.  Additional sensors 
may be added in the future, such as soil moisture and soil temperature. 
 
USCRN data will be used in operational climate monitoring activities and for placing current 
climate anomalies into a historical perspective.  These data will be transmitted hourly via the 
GOES Data Collection System (DCS) and immediately distributed by the National Weather 
Service (NWS) to their operational sites.  These observations will also be available on-line and 
accessible via the Worldwide Web (WWW).   
 
Essential components of the USCRN are well-documented life cycle maintenance, 
modernization, and performance histories, as well as a robust science and research component.  
There will be routine maintenance visits to the sites and regular calibration of the sensors.  The 
performance of the sensors and the network will be routinely monitored.  The research effort will 
continually evaluate the data, new sensors, and emerging calibration techniques.  When a new 
type sensor can contribute to improving the quality of the observations, there will be at least a 
one-year continuity overlap of current and new sensors.   
 
1.2 What Will Be Measured and Reported 
 
Every USCRN instrument site is being equipped with a standard set of sensors, a data logger, 
and a satellite communications transmitter attached to a typical 3 meter (10 feet) instrument 
tower, as well as at least one weighing rain gauge, encircled by a wind shield.  Off-the-shelf 
commercial equipment and sensors are being selected based on performance, durability, and 
cost.    
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High accuracy and precision measurements are critical.  There will be a well-defined 
maintenance program, to include the calibration of installed sensors and periodic replacement of 
aging sensors.  The performance of the network will be monitored on a daily basis.  Indications 
of problems may warrant contacting the site and, if necessary, will be followed by a site visit 
within a few days.   
 
Sensors are placed on the instrument tower at 1.5 meters (4.5 feet) above the surface of the 
ground: three temperature sensors each enclosed in aspirated solar radiation shields, an 
anemometer (wind speed), a pyranometer (solar energy), and an infrared (IR) thermometer 
(ground, skin, surface temperature).  A relative humidity sensor may be added upon completion 
of the evaluation period, late calendar year (CY) 2003.  Special considerations will be made for 
areas with considerable snowfall and snow depth.   
 
The USCRN Program will measure the following climate related parameters: 
 

• Air Temperature (Primary Measurement) 
• Precipitation (Primary Measurement)  
• Solar Radiation (incoming global solar energy at the surface of the Earth) 
• Wind Speed (not direction) 
• Ground (Skin) Surface Temperature (IR) 

 
Precipitation data, recorded every fifteen minutes, and the other hourly observations will be 
collected and stored in a data logger attached to the tower.  These data will be transmitted within 
a few minutes after each hour via a GOES satellite transmitter for further delivery to the National 
Climatic Data Center (NCDC), Asheville, NC.  Summary of the Day (SOD) statistics will be 
computed operationally at the NCDC.  The instrument system is designed with the capacity for 
future expansion to accommodate additional sensors, such as soil moisture, soil temperature, 
atmospheric pressure, and wind speed/direction at the standard 10-meter height.  The design 
allows for future additions of sensors on the tower without disrupting the physical site. 
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Section 2.  Site Selection 
 
 
There are many scientific criteria governing site selection.  A Network Spatial Density Study has 
been conducted to determine the number of instrument suites and the approximate (general) 
geographic locations.  About 225 instrument suites selectively located throughout the 50 states, 
Puerto Rico and Virgin Islands will capture on a national spatial scale at least 90% of the 
National signal for annual climate trends, variations, and change.  Additional studies are required 
to determine how many additional sites and where are needed to capture the regional scale 
changes to at least the 80% confidence level.  The USCRN budget will determine the actual 
number of instrument suites that can be supported. 
 
A significant consideration when examining specific instrument sites is whether the area 
surrounding the candidate instrument site has a high degree of probability of continuing in its 
present condition, without major changes for very long periods of time (50 to 100 years).  The 
need for unchanging physical surroundings, particularly encroachment by man-made structures, 
is a key factor in determining the probable long-term stability of a potential site. 
 
2.1 General Geographic Location Factors 
 
The factors below are considered when exploring and examining the suitability of the general 
geographic location, as well as the specific instrument site:  
 

• Regionally and Spatially Representative.  Stations will be distributed to ensure that all 
major nodes of regional climate variability are captured while taking into account large-
scale regional topographic factors.  The Network Spatial Density Study will provide 
guidance. 

• General location sensitive to measuring long term climate variability and trends.  The site 
location is representative of the climate of the region, and is not heavily influenced by 
unique local topographic and mesoscale/microscale features/factors.   

• Reasonably high probability of Long Term Site Stability and surrounding area.  Minimize 
risk of man made encroachments over time and/or the chance the site will close due to the 
sale of the land or other factors.  Stations located on government (federal, state, local) 
land or at colleges (granted/deeded land with land use restrictions) often provide a higher 
stability factor.  This criterion also includes the need for USCRN deployment and 
maintenance personnel to have reasonably convenient access to the site.  A review of 
recent (last ten years) and possible future population growth patterns in the area is a part 
of the overall evaluation process.  

• Avoid high-risk sites: Extreme/above average frequency of tornado incidents; Enclosed 
locations that may “trap” air and create unusually high incidents of fog, cold air 
advection, etc.; Vicinity of orographically induced winds, such as Santa Ana and 
Chinook; Complex meteorological zones, such as adjacent to an ocean or other large 
bodies of water; and Persistent periods of extreme snow depths (e.g., several meters/tens 
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of feet).   Digital topographic maps and a climatological profile of the area will be 
examined as part of the overall site evaluation and selection process.  When available, 
aerial photographs are very useful. 

• Proximity.  Site is within a few tens of kilometers to an existing or former observing site 
with a relatively long period of record (decades) of daily maximum and minimum 
temperature and precipitation is highly desirable.  The historical data (metadata) record 
and observational data from these sites should be of sufficient quality and detail to permit 
reasonable processing of the data to account for changes with a high degree of confidence 
(i.e., documented vegetation and terrain changes, changes in the location of the station 
and/or instruments, type of instruments described, the observation time, the observing 
practices, etc.).  

• Vicinity.  Site is located in the vicinity of other similar observing systems, which are 
operated and maintained by personnel with a knowledge, understanding, and appreciation 
for the purpose of climate observing systems. 

• Avoid endangered species habitats and sensitive historical locations of a sensitive nature. 

• AC power source available nearby.  However, in some cases solar panels may be an 
alternative to achieve the use of an otherwise desired location. 

• Relatively easy year round access by vehicle for installation and periodic maintenance. 

 
2.2 Local Site Representativity Evaluation (Classification Scheme)  
 
The most desirable local surrounding landscape is a relatively large and flat open area with low 
local vegetation in order that the sky view is unobstructed in all directions except at the lower 
angles of altitude above the horizon.  The area occupied by an individual instrument site is 
typically about 18 meters × 18 meters (~60 feet × ~60 feet). 
 
Local environmental and nearby terrain factors have an influence on the "quality of a 
measurement."   The selection of a USCRN instrument site will be the result of a balance 
between competing demands, such as those highlighted above and an assessment of the “quality 
of measurements” guidelines outlined below.  
 
There will be many sites that are less than ideal.  The USCRN will use the classification scheme 
below to document the “meteorological measurements representativity” at each site.  This 
scheme, described by Michel Leroy (1998), is being used by Meteo-France to classify their 
network of approximately 550 stations.  The classification ranges from 1 to 5 for each measured 
parameter. The errors for the different classes are estimated values.   
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2.2.1 Classification for Temperature/Humidity 
 

Class 1 – Flat and horizontal ground surrounded by a clear surface with a slope below 1/3 
(<19º).  Grass/low vegetation ground cover <10 centimeters high.  Sensors located at 
least 100 meters from artificial heating or reflecting surfaces, such as buildings, concrete 
surfaces, and parking lots.  Far from large bodies of water, except if it is representative of 
the area, and then located at least 100 meters away.  No shading when the sun elevation 
>3 degrees. 

Class 2 – Same as Class 1 with the following differences.  Surrounding Vegetation <25 
centimeters. Artificial heating sources within 30m.  No shading for a sun elevation >5º. 

Class 3 (error 1ºC) – Same as Class 2, except no artificial heating sources within 10 
meters.  

Class 4 (error ≥ 2ºC) – Artificial heating sources <10 meters. 

Class 5 (error ≥ 5ºC) – Temperature sensor located next to/above an artificial heating 
source, such a building, roof top, parking lot, or concrete surface. 

 
2.2.2 Classification for Precipitation 
 
One factor to consider is an area surrounded by uniform obstacles of about the same height.  
Wind speed is a significant factor that affects the accuracy of measuring liquid and frozen 
precipitation.  Often, a wind shield is placed around the precipitation gauge to improve the 
accuracy of the  “catch.”  Wind speed (no direction) at USCRN sites is measured at a height of 
1.5m, near the height of the gauge orifice.   

 
Class 1 – Flat horizontal ground surround by a cleared surface with a slope below 1/3 
(<19º).  Any obstacle must be located at a distance of at least 4 times the height of the 
obstacle.  

An obstacle is an object seen from the precipitation gauge with an angular width of =/>10 
degrees.   

Class 2 (error 5%) – Same as Class 1, except an obstacle is located at a distance of at 
least 2 times its height.   

Class 3 (error 10% to 20%) – Ground with a slope below 1/2 (<30º).  Any obstacle is 
located at a distance of at least its height.  

Class 4 (error >20%) – Ground with a slope >30º.  Obstacles located at a distance less 
than their height.  

Class 5 (error > 50%) – Obstacles overhanging the gauge.   
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2.2.3 Classification for Solar Radiation  
 

Class 1 – Flat horizontal ground with a slope of the terrain <2º.  No obstacles within 100 
meters. 

Class 2 (error 10%) – Slope of the terrain <5º.  Obstacles within 100m and an angular 
height >7º but <10º. 

Class 3 (error 15%) – Slope of the terrain <7º.  Obstacles within 100m and an angular 
height =/>10º. 

Class 4 (error 20%) – Obstructions that would obstruct a significant portion of direct 
radiation. 

Class 5 (error 30%) – Obstacles overhanging the sensor or near a building. 
 
2.2.4 Classification for Wind  
 
Defined for wind sensor at a height of 10m.  USCRN measures wind speed only (no direction0 at 
a height of 1.5m. 

 
Class 1 – Sensor located at a distance of at least ten (10) times the height of the obstacle 
(elevation angle <5.7º).  Object considered an obstacle if seen at angular width >10º.  
Obstacle is below 5.5m height within a 150m radius and 7m within a 300m radius.  Wind 
sensor located a minimum distance of 15 times the width of thin nearby obstacles (i.e. 
mast, tree with angular width <10º).  Surrounding terrain relief change </= 5m within a 
300m radius. 

Class 2 (error 10%) – Same as Class 1 except terrain change </= 5m within a 100m 
radius.   

Class 3 (error 20%) – Same as Class 1 except no obstacles within five times the height of 
the nearby obstacles (elevation angle <11.3º).  Wind sensor located a minimum distance 
of 10 times the width of thin nearby obstacles. Terrain change </= 1m within a 10m 
radius. 

Class 4 (error 30%) – Same as Class 3 except no obstacles within 2.5 times the height of 
the nearby obstacles (elevation angle <21.8º).  

Class 5 (error >40%) – Obstacles within 2.5 times the height of the nearby obstacles.   

Class 6 (error >50%) – Obstacles with a height >10m, seen with an angular width greater 
than 60º are within a 20m distance.   
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2.3 Site Selection Process 
 
The potential site owner/proprietor (host organization) reviews this handbook and the draft copy 
of the Site License Instructions and Agreement (see Appendices A and B).  The potential host 
organization manager determines if a 60’ × 60’ area seems reasonable for on-site examination by 
a member of the USCRN Program team.  A discussion via telephone and, if possible, an 
exchange of digital pictures will determine if a site visit by a USCRN Program team member is 
in order.  USCRN Program personnel will visit the site, agree to the specific parcel(s) of land, 
and execute the Site License Agreement with the host organization. 
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Section 3.  Site Specifications 
 
 
This section includes specifications for the site layout, and the site survey and preparation. 
 
3.1 Site Layout 
 
Figure 1 provides an example of a typical instrument site configuration.  The wind shield around 
the precipitation gauge helps to improve the accuracy of the liquid and frozen precipitation 
catches.  Atypical instrument suite installed and operational in Stillwater, OK is depicted on the 
cover of this booklet.   
 

 
 

Figure 1.  Proposed Typical CRN Station Configuration 
 
The area occupied by an individual instrument suite (site) is not very large, approximately 18 
meters × 18 meters (~60 feet × ~60 feet).  There is a requirement for a nearby source of AC 
power.  However, in some cases where AC power is not available or prohibitively expensive to 
install, the use of solar panels may be a viable alternative.  The preferred installation is to bury 
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the power cable below the ground.  The equipment and sensors are actually operated by DC 
power from batteries on a trickle charge from the AC or solar power.  DC power provides a more 
stable power source for the sensors and ensures continued operation for several days when there 
is an AC (or solar) power disruption.   The power situation will be examined during the site 
selection process.  Depending on the site, a chain link fence or cattle fence, typically about four 
or five feet high with a gate, might be installed. 
 
3.2 Site Survey and Preparation 
 
USCRN Program personnel experienced in the preparation of a site and the installation of 
instruments will visit the site and work with local personnel to prepare the site for installation.  
Guidance from local personnel can be very helpful in identifying local contractors and acquiring 
permits that are required to pull AC power (buried cable is preferred), dig holes for concrete 
pads, pour concrete for the 10m instrument tower pad (about 3’ × 3’ × 4’ deep) and about 53 feet 
from the tower the precipitation gauge pad (about 2’ × 2’ × 2.5’ deep, or more depending on the 
local frost depth), and install a fence, if needed.  The USCRN Program personnel will perform or 
supervise all site preparations and equipment installations, and will check out the entire system.  
The USCRN Program pays all costs associated with site preparation and equipment installation. 
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Section 4.  Site Installation and Maintenance 
 
 
4.1 The Installation Process 
 
Equipment and instruments undergo extensive calibration and system field-testing prior to 
delivery and installation at the site.  This period of time is about three months long.  Steps 
needed for a USCRN system installation include as a minimum: 
  

• Site Survey - Document (Site Survey Checklist) Potential Site: 1-2 days per location. 
• Site Preparation (includes building permits, contract services, engineering drawings, FCC 

approval, etc.): 1-3 days per site. 
• Develop Installation Schedule.  
• System Installation and Activation: 3-4 days per instrument site. 
• Field Calibration:  ½ day per instrument site. 
• Operational Test and Evaluation Period (about ~7 months after installation). 
• System Final Acceptance and Initiate Routine Maintenance Cycle. 

 
Site Survey, Preparation, and Installation Reports will be completed.  Extensive data about the 
instrument site and the surrounding area will be recorded.  Latitude, longitude, and elevation and 
the distance to and height of significant features surrounding the site will be documented.  
Digital photographs (360-degree coverage) will be taken during installation.  These data will 
become part of the site’s permanent station history file and available to the host organization and 
other users.    
 
Site preparation may be completed prior to the instrument installation visit, or all site 
preparation, system installation, and associated activation activities may be combined into one 
visit.  All permits and contracts will be completed prior to arriving to perform the site 
preparation (start during the Site Survey visit). 
 
4.2 Operational Maintenance 
 
Operational maintenance will consist of maintenance of all installed equipment and instruments 
and site maintenance. 
 
4.2.1 Equipment and Instrument Maintenance 
 
At a minimum, there will be at least one scheduled annual maintenance visit to each site. This 
visit will include routine and corrective equipment maintenance and instrument field calibration, 
diagnosis, replacement, and repair.  Sensor and system performance will be routinely monitored 
and evaluated by NCDC personnel and partners through the examination and analysis of the 
hourly data transmitted from the site and the Summary of the Day (SOD) statistics.  
Malfunctioning and damaged equipment and instruments will be repaired or replaced, typically 
within a few days.  
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4.2.2 Site Maintenance 
 
The frequency of site maintenance (e.g., mowing, snow removal, trimming weeds along the 
fence) will be dictated by the location and physical characteristics of each site.  
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Section 5.  Host Organization Activities 
 
 
Services to be rendered by the host organization will be discussed when negotiating the Site 
License Agreement.  The host organization will identify a local site contact.  If conveniently 
located nearby, this person will be asked to provide periodic (weekly preferred) visual 
inspections of the site for security reasons, and report physical damage and maintenance needs.  
In addition, at the request of the USCRN Program Manager, the local person will visually inspect 
the site when the USCRN Program Staff detects a problem when analyzing the data.  The host 
organization’s local representative should immediately contact the USCRN Program Office 
when there is a security or other physical problem, and will secure the site from further damage 
(and for personnel safety reasons) until a USCRN Program team member arrives.  Other 
activities the local representative might be asked to perform include: 
 

• Minimum maintenance of the site (i.e. remove broken branches and other debris that fall 
on the sensors or tower, mow grass, cut weeds along the fence, brush snow off sensors). 

• Clean pyranometer (solar radiation sensor). 
• Empty rain gauge(s) and remove debris as needed. 
• Provide USCRN personnel with access to the site and AC power source. 

 
 
Read More About the USCRN Program at:  http://www.ncdc.noaa.gov/crn.html 
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Appendix A 
 

Instructions for USCRN SITE LICENSE AGREEMENT (SLA) 
 
The Site License Agreement (SLA) has been reviewed and approved by the Office of the 
General Counsel and the Realty Specialists at the Department of Commerce (DOC), NOAA 
Legal Counsel, and the NOAA Eastern Administrative Support Center (EASC), Norfolk, VA.   
 
Sometimes, the site survey reveals that the property is not acceptable.  The up front work and 
discussions will in most cases preclude this situation from occurring.  This ensures that all parties 
understand what is being asked of each other before time and travel funds are expended on a trip 
to the sites.  The below sequence of events will help to prevent premature expectation of 
acceptance before the site review and selection process is completed.   
 
1. Before the Site Survey, the Host Organization reviews the SLA and discusses any potential 
changes with the lead RCC/SC reps. Unresolved issues or questions should be referred to the 
USCRN Program Manager. 
 
2. Prior to obtaining a signed SLA, a Site Survey will be conducted.  The USCRN Site Review 
Committee will review the completed Site Survey Checklist, digital photographs, and the 
Summary Recommendations of the Site Survey Team/RCC.  The review committee will either 
recommend the site for acceptance or not accept the site.  The review committee’s 
recommendation will then be presented to the Director, NCDC, for approval.  (See Note below) 
 
3. The Host Organization may have a requirement or need to make a minor modification to one 
or more of the SLA paragraphs.  When this occurs and before any signatures are obtained, a 
digital copy of the SLA with the changes annotated must be forwarded to the USCRN Program 
Manager.  The changes will receive a timely (typically less than a week) review by the NOAA 
Legal Counsel to ensure the essence of the DOC approved format and content has not been 
significantly altered.  The Host Organization will be contacted regarding the outcome of the 
review and a digital copy of the final wording agreed to by both parties will be forwarded to the 
Host Organization for signature. 
 
4. The Host Organization signs the SLA and sends it directly to the NCDC USCRN Program 
Manager, National Climatic Data Center, Federal Building, 151 Patton Avenue, Asheville, NC 
28801-5001.  The Director, National Climatic Data Center (NCDC), signs the SLA.   
 
5. The original copy will be forwarded to the Realty Section, EASC, Norfolk, VA.  The Realty 
Specialist will sign the SLA and file the original in the EASC files and enter the site information 
into the “Land View” data base, as required by DOC Regulations.  A copy of the SLA with the 
Realty Signature will be returned to the USCRN Program Manager.  The USCRN Program 
Manager will forward one of the signed copies to the Host Organization and the respective 
Regional Climate Center (RCC).  A copy may be provided by the RCC to the respective State 
Climatologist (SC) per their respective arrangements.  One copy will be filed in the NCDC 
USCRN Program files.  Occasionally, the Host Organization sends more than one original and 



NOAA/NESDIS  NOAA-CRN/OSD-2002-0002ROUD0 
CRN Series  December 10, 2002 
X030  DCN 0 

 15  

requests these extra copies with original signatures are return to the Host Organization.  This will 
be accommodated as requested. 
 
6. Every effort should be made to ensure a complete description of the property is included in the 
signed SLA.  Typically, the description of the property will be included in the second paragraph 
of the SLA.  However, sometimes an SLA is signed without the specific coordinates and other 
information about the piece of property included in the SLA.  In this case, a signed memorandum 
from the Director, National Climatic Data Center, specifying the description of the property 
selected will be forwarded to the Host Organization and EASC for attachment to the already 
signed SLA.  A copy of the memo will be retained by the NCDC USCRN Program Manager and 
attached to the respective signed SLA. 
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Appendix B 
 

SITE LICENSE AGREEMENT (SLA) 
FOR THE INSTALLATION AND OPERATION OF THE 

U. S. CLIMATE REFERENCE NETWORK (USCRN) EQUIPMENT 
 
 THIS AGREEMENT, effective as of,      (insert date), is by and 
between the             (Insert 
Host Organization Name), ("Licensor") and the National Oceanic and Atmospheric Administration 
(NOAA), National Environmental Satellite, Data, and Information Service (NESDIS), National 
Climatic Data Center (NCDC) ("Licensee"). 
 
 WHEREAS Licensee desires to install and operate a NOAA U.S. Climate Reference Network 
(USCRN) meteorological station on Licensor's property (the "Site");    
               
[Insert City, County, State, Zip Code, Latitude, Longitude, and Elevation for EACH SITE (if SLA covers 
more than one piece of property)] 
 
     WHEREAS, Licensor is willing to permit, to the extent that it may do so lawfully, the 
installation of such USCRN station at the Site for use by Licensee solely for non-commercial 
operations and in a manner that will maintain the integrity of the Site, under the following terms 
and conditions; 
 
 NOW, THEREFORE, in consideration of the mutual covenants, terms and conditions herein 
contained, the parties hereto agree as follows: 

 1. Grant of License. 

 Licensor hereby grants to Licensee a revocable license, at no charge, to install a NOAA 
USCRN meteorological station on the Site, solely for non-commercial purposes.  Licensor agrees 
to permit the use of, and access by vehicle to, a small parcel of land (approximately 60 feet by 60 
feet) on the Site, for installation of the USCRN station.  The design, installation and operation of 
the USCRN station shall be performed in such a manner as to provide unqualified assurance that 
the USCRN station will in no way cause or constitute interference with Licensor's activities. 

 2. Terms and Conditions of License. 

 This license and the permission granted hereunder to conduct the activities described in 
Paragraph 1 hereof shall be effective as of the date stated above and shall continue in effect until 
this Agreement is terminated in writing by either party upon sixty (60) days prior written notice 
to the other party. 
 
 The Licensor recognizes that the USCRN station will be part of a national network which will 
monitor the climate of the United States over the 21st Century and beyond and which will 
provide high quality homogeneous data. 
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 The Licensee plans to operate this USCRN station indefinitely.  The Licensee agrees to 
remove all Government equipment within sixty (60) days if so requested, in writing, by Licensor 
or when the installation is no longer required by the Licensee.      
 
 The installation and all maintenance of the USCRN station are to be performed at Licensee's 
sole expense.  Licensee agrees to give Licensor sufficient prior notice each time that Licensee or 
its contractor performs installation or other work on the USCRN station to allow Licensor to be 
present, if it so elects, during such work.  Provided, however, that Licensee expressly recognizes 
and agrees that Licensor shall have no liability to Licensee or anyone in connection with or 
arising from Licensee's installation and maintenance of the station. 
 
 In addition, in recognition of the fact that Licensee is a guest on real property, Licensee agrees 
to fully comply with the policies, procedures, and practices established by Licensor with regard 
to personnel access and activities while on Licensor’s premises.  This includes assuring all 
Licensee personnel requiring access to the Site are properly trained in relevant safety procedures. 
 
 Site preparation is to be performed at the Licensee's sole expense.  Licensor acknowledges 
that site preparation may require clearing of trees (typically not requested) and excavation 
(typically limited to the tower and rain gauge concrete foundations) of the land in the immediate 
vicinity of the USCRN station (i.e., 60’ × 60’ parcel of land).  It will also require the extension of 
AC power lines to the station (typically buried) and the erection of security fencing (to be 
defined by the Licensor and Licensee depending on the site situation).  No such clearing of trees 
or excavation will be done without prior approval from the Licensor and will be discussed during 
the Site Survey visit. 
 
 The USCRN station will be deployed near a source of AC power.  Licensor hereby gives 
permission to Licensee to tap into this AC power source, which is necessary to maintain the 
integrity of the Site.  Licensor has determined not to charge Licensee for USCRN AC power 
costs, given that the administrative cost of recovering such amount from Licensee would exceed 
the cost of the AC power used by the USCRN, which is expected to be de minimis. 
 
 It is anticipated that Licensee's installation and operation of the USCRN station will require 
access to the Site for a three-day equipment installation period, a one-day twice-yearly service 
visit thereafter, and site survey activities prior to and during the installation period and during the 
service visits.  Also, in the event of equipment malfunction or damage, brief access will be 
required for emergency maintenance.  For the purpose of such emergency maintenance, Licensor 
will provide Licensee prompt (within 24 hours) access to its property. 
 
 Licensor and Licensee recognize the importance of maintaining Site integrity for among other 
things, to permit Licensor’s future use of the Site and minimize potential impacts from long-term 
land use and land cover changes on the climate record at the USCRN Site, such as irrigation and 
tilling of the land near the site, typically within 100 meters.  Towards that end, Licensor will 
report to Licensee within 24 hours any damage to the USCRN station, which Licensor observes.  
In addition, as a condition of Licensor’s granting of this License Agreement, Licensee authorizes 
Licensor to: (1) maintain the integrity of the USCRN station Site, including mowing vegetation, 
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where such site maintenance is part of the normal operations of the Licensor, (2) to inspect and, 
if necessary, clean on a monthly basis the quartz diffuser on the pyranometer, (3) to empty the 
weighing-bucket rain gauge on a monthly basis and after each rainstorm of ten inches or more, 
and (4) to maintain written records of this maintenance, including date, time, what was done, and 
who did the maintenance.  Licensee agrees to instruct Licensor on how to inspect and clean the 
pyranometer diffuser and empty the rain gauge bucket.    

 3.  Licensee's Operations. 

 The Licensee will be responsible for the negligent acts or omissions of its employees as a 
result of the USCRN station being installed and operated on Licensor's site pursuant to the 
Federal Tort Claims Act or other applicable law.  Licensee will consider and adjudicate any 
claims for damages or injury sustained by its personnel in the performance of their official duties 
in connection with this agreement pursuant to the Federal Employees Compensation Act or other 
applicable law. 

 4.  No Third Party Beneficiary. 

 This Agreement is intended to be solely for the benefit of parties hereto and is not intended to 
be for the benefit of any third party. 

 5.  Default. 

 In the event of the breach of any term or condition of this Agreement, in addition to its other 
remedies available under this Agreement or by law, Licensor may cancel this Agreement upon 
thirty (30) days written notice to Licensee. 

 6.  Removal of Equipment. 

 In the event this agreement is terminated or canceled for any reason, Licensee shall promptly 
remove or have removed its equipment and shall leave the area in as good condition as existed at 
the time the equipment was installed, save the removal of trees and excavation of land. 

 7.  No Assignment or Subletting. 

 Licensee shall not assign, transfer, or sublet any right or privilege hereby granted without the 
prior written consent of Licensor. 

 8.  Publicity. 

 Licensee will distribute the data that is collected from the USCRN station to all public and 
private users via standard Licensee and National Weather Service data distribution channels. 
 
 Licensor will have the option, at its expense, for real-time local display of the USCRN 
station's data.  Licensee will work with Licensor to set up the system to provide local display if 
this option is exercised. 

 9.  No Waiver. 

 The failure of Licensor to enforce or insist upon compliance with any of the terms and 
conditions of this Agreement shall not constitute a general waiver or relinquishment of any such 
terms or conditions, but the same shall be and remain at all times in full force and effect. 
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 10.   Waiver of Compensation 

 Licensor affirms that, in consideration of Licensee’s acceptance of Licensor’s performance of 
the services mentioned in the final paragraph of Section 2 of this Agreement, Licensor will not 
expect nor demand compensation for those services. 

 11.  Entire Agreement. 

 This Agreement constitutes the entire agreement between the parties with regard to the license 
to install and maintain the USCRN station and supersedes all previous and contemporaneous 
negotiations, understandings, and agreements, written or oral, between the parties.  This 
Agreement may only be amended or modified in writing signed by both parties. 

 12.  Survival. 

 It is the express intention and agreement of the parties hereto that all covenants, agreements, 
statements, representations, and warranties made in this Agreement shall survive the execution 
and delivery of this Agreement. 

 13.  Partial Invalidity. 

 If any provision of this Agreement is held by a court of competent jurisdiction to be illegal or 
unenforceable, the illegal or unenforceable provision shall be deemed deleted and the remaining 
provisions shall continue in full force and effect, provided that the performance, rights, and 
obligations of the parties under this Agreement are not materially adversely affected by such 
deletion. 

 14.  Agreement Subject to Federal Law. 

 Licensee's liability to Licensor or to any third party for damage, injury, or loss arising from 
Licensee's activities under this license and installation or maintenance of the USCRN station 
shall be subject to applicable Federal law.  Execution of this Agreement in no way constitutes an 
obligation of funds by Licensee. 
 
 IN WITNESS WHEREOF, the parties by their duly authorized representatives have signed 
this Agreement as of the data stated above. 
 
(Signatures) 
 
 
FOR: (fill in Licensor/Host Activity Name)  FOR:  National Climatic Data Center 
 
Title:        Title:   Director                                        
 
Date:        Date:                                                                   
 
EASC Reality Specialist Signature/Date:                                                                                                   
 
NOTE: ALL SIGNATURES MUST APPEAR ON A SINGLE (THE SAME) PAGE. 
 



NOAA/NESDIS  NOAA-CRN/OSD-2002-0002R0UD0 
CRN Series December 10, 2002 
X030 DCN 0 
 

 DL-1  

Distribution List 

Loc. 
No. Organization Name Address Copies 

National Oceanic and Atmospheric Administration (NOAA) 

Library and Floor Locations 
001 NOAA OSD Library  c/o Verna Cauley FB 4, Room 3307 1 
344 NOAA NCDC Library c/o Debra Braun FED, Room 514, Asheville, NC 2 

OSD 
010 NOAA/OSD3 Richard G. Reynolds FB 4, Room 3308C 1 
345 NOAA/OSD3 Richard Brooks FB 4, Room 3301D 1 

NCDC 
346 NOAA/CC11 Bruce Baker FED, Room 420, Asheville, NC 1 
347 NOAA/CC21 Debra Braun FED, Room 514, Asheville, NC 1 
348 NOAA/CC2 David Easterling FED, Room 516, Asheville, NC 1 
349 NOAA/CC3 Michael Helfert FED, Room 468, Asheville, NC 1 
350 NOAA/CC4 John Hughes FED, Room 420F, Asheville, NC 1 
351 NOAA/CC Thomas Karl FED, Room 557C, Asheville, NC 1 
352 NOAA/CC Sharon LeDuc FED, Room 557A, Asheville, NC 1 

OAR 
353 NOAA/ARL1 Ray Hosker P.O. Box 2456, Oak Ridge, TN 1 
354 NOAA/ARL1 Tilden Meyers P.O. Box 2456, Oak Ridge, TN 1 

NWS 
355 NOAA/OST32 Doug Gifford SSMC2, Room 12110 1 

NOAA / Computer Sciences Corporation (CSC) 
094 NOAA/CSC – CMO Copy Kelly Coleman FB 4, Room 3317 1 
096 NOAA/CSC Linwood Hegele FB 4, Room 3313 1 
097 NOAA/CSC Wayne Taylor FB 4, Room 3311 1 
098 NOAA/CSC – DCO Copy c/o Elizabeth Smith  FB 4, Room 2326 2 
101 NOAA/CSC  Pong Yu FB 4, Room 3315 1 
173 NOAA/CSC  Kelly Coleman FB 4, Room 3317 1 
205 NOAA/CSC Forrest Gray FB 4, Room 3315A 1 

NOAA / Short and Associates (S&A)  
356 S&A Harold Bogin  FB 4, Room 3010E 1 
357 S&A James Bradley  FB 4, Room 3010E 1 
358 S&A Robert Embleton FB 4, Room 3010E 1 
359 S&A Edwin Hiner  FB 4, Room 3010E 1 
360 S&A Edwin May  FB 4, Room 3010E 1 
363 S&A Steve Short FB 4, Room 3010E 1 
364 S&A Michael Young FB 4, Room 3010E 1 
375 S&A (at NCDC) Marjorie McGuirk Asheville, NC 1 



NOAA/NESDIS  NOAA-CRN/OSD-2002-0002R0UD0 
CRN Series December 10, 2002 
X030 DCN 0 
 

 DL-2  

Loc. 
No. Organization Name Address Copies 

Regional Climate Centers (RCCs) 

365 Southeastern RCC Mike Janis Columbia, SC 1 
366 High Plains RCC Ken Hubbard Lincoln, NB 1 
367 Western RCC Kelly Redmond Reno, NV 1 
368 Western RCC Dick Reinhardt Reno, NV 1 

TOTAL 35 
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     RAWS

   LIGHTNING

   HOME

RAWS Field Checklist 
On-site General Inspection: 

Thoroughly inspect the station visually, physically, and – as well as 
possible – electronically.  

1. Inspect all guy wires and footings.  
2. Use torpedo levels on towers to check for plumb.  
3. Check that cables are neatly tied down and secured.  
4. Check for vandalism or animal damage.  
5. Verify and record all serial numbers of the sensors, antenna, 

solar panel, and DCP on the Site Documentation Record.  
6. Check antenna and cable for physical serviceability. 

Are any of the elements (prongs) bent or missing? Is the 
antenna properly aligned for the GOES satellite? Check 
with compass and inclinometer.  

7. Verify and record the firmware version in the DCP. This will be 
helpful if you encounter problems with the DCP. This 
information will assist the BLM RSSU folks with 
troubleshooting efforts.  

Tipping Bucket  

Disassemble, inspect, and clean the entire tipping bucket.  
Level and tighten tipping bucket platform as needed.  
If installing a new bucket, be sure to remove the rubber band 
securing the tipping mechanism. RE-INSTALL THE RUBBER 
BAND ON THE OLD BUCKET TO PREVENT DAMAGE 
DURING RETURN SHIPPING. Reassemble.  
Verify and record the accumulated precipitation. This is 
necessary if you intend to continue with an ongoing count. 
You'll re-enter this later in the programming process. 

IT IS IMPORTANT TO COORDINATE TO ASSURE 
THAT THE WIMS STATION CATALOG 
INFORMATION REFLECTS PRECIP NUMBERS (reset 
to zero or continuing with ongoing count). 
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Monitor page 
for changes 

     enter email

   OK it's private  
 

by ChangeDetection

DISCLAIMER & 
PRIVACY NOTICE

Wind Speed  

Wind speed cups tight and properly aligned.  
Easily and freely spins at a fast walk.  
Verify and record W/S sensor ice skirt size (either 1&190;" or 
2"). You'll need this for the programming process. Doing it now 
will be especially useful if you need to return to the site at some 
later date. You'll not need to re-climb or lower the tower to 
check the skirts. 

Wind Direction  

Wind direction vanes true and tight.  
Verify and record crossarm orientation to assure proper 
installation of WD sensor.  
When installing the wind direction sensor, verify that the 
"arrow" points south (180 degrees) and remove the pin only after 
securing the sensor in its bracket. 

Cables  

Inspect and clean cable ends as necessary.  
Even if not replacing sensor, remove cable, inspect, clean, and 
retape.  
Document potential cable problems and note need for 
replacement as necessary.  
In replacing certain cables, note that some cables can be installed 
in either direction. Be sure that cable is installed with the 
shielding alignment to prevent water from entering cable.  
If replacing cables, use quality black tiedown straps (white 
tiedowns break down in sunlight).  
Inspect/replace older straps as necessary.  
When attaching sensors to the cable, make sure the fitting is 
snug but not tight. All connectors are thoroughly and carefully 
wrapped with quality environmental tape. BE CAREFUL NOT 
TO COVER DRAIN HOLES ON THE SENSORS WHILE 
APPLYING TAPE! 

Fuel Temp  

Part of the process for installing the fuel temperature or fuel 
moisture/temperature sensor is to rehabilitate the fuel bed. The 
stick should be facing south, approximately 10" above the fuel 
bed. The fuel bed should be 3 feet square and 2" deep using 
typical vegetation found in the area. This is especially important 
if you have a fuel moisture/temperature sensor. PLEASE REFER 
TO NFES 2140 "Weather Station Handbook - an Interagency 
Guide for Wildland Managers" for complete information on 
appropriate fuel bed conditions.  
Fuel stick dowels in good condition. 
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Batteries/Solar Panel  

Check the DCP voltage regulator with the VOM.  
If you have the equipment, check output of solar panel (both 
voltage and current) with volt ohmmeter (VOM) and clean 
surface as necessary.  
Check batteries (internal and external) for leakage or corrosion 
and test with voltage meter or load tester.  

At this time the belt weather kit (BWK) is deployed, and all parameters 
are checked and recorded. The BWK parameters are used for general 
comparison purposes only.  

With the programming set or laptop connected, refer now to the 
programming guide for the Handar 540 or 555.  

Refer to the BLM standards for further information on annual site visit 
procedures, including proper cable and sensor installation and 
weatherproofing. Refer to the Weather Station Handbook – an 
Interagency Guide for Wildland Managers (NFES 2140) for additional 
weather station information.  

 

Site Documentation Record

ID: Name: Date:

Class: TX:____:____:____ Chan: Dist:

Sensor: New Serial # Old Serial 
# TB Reset (Y/N) Cal: \50 Last: 

Tipping Bucket   S/P VDC MA

Wind Speed   Reg VDC MA

Wind Direction   Battery No Load Load

RH/AT   Tries:     5M:     10M:     15M:    

Fuel/Temp Changed OK Belt weather:     Wet     Dry     RH    

Battery Changed OK FWD TX: REV TX:

Fuel 
Moist/Temp   Lat   :   :   Long   :   :   GPS (Y/N)
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Soil 
Moist/Temp   BP Limits:     Full     Zero 

SM/ST Limits:     Full     Zero 
WT/G Limits:     Full     Zero Baro Pressure   

CP S/N   Tower PN:     SSN:     

DCP Chan: Firmware: Talker: (Y/N)  Up-Date Interval ___:___
Data Size:__________Match: (Y/N) 
Gust-Chan 
Up-Date:   :   Future (Y/N)Solar Panel   

Antenna   Run(Y/N) NXmit___:___ NScan___:__ 
ID Correct: (Y/N)  
XMit Next ___:__:__ Diff Time: ___ Weight Gauge  WWV

LAST DATA  FORCE SCAN

T/B BP  T/B BP

W/S FM  W/S FM

W/D SM  W/D SM

AT ST  AT ST

FT WD/G  FT WD/G

RH WS/G  RH WS/G

Batt WT/G  Batt WT/G

Notes:
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Mather Site 
Vaisala Maintenance Guide 

 
 



Annual Maintenance Guide 
For Vaisala Manufactured Stations 

March 1997 Revised January 2004 

All references and software referred to in this guidebook are available from any of the individuals listed in 
the "HELP! Phone List". 

 
Written by: Neal Wurschmidt

Regional Shared Resources Dispatcher
R6 RAWS Coordinator
Central Oregon Interagency Dispatch Center
Prineville, OR

Assisted by: Kolleen Shelley
National RAWS Coordinator
NIFC
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Printable Version  

Table of Contents 
1. PRESEASON  
2. TWO WEEKS BEFORE ON-SITE MAINTENANCE VISIT  
3. DAY BEFORE ON-SITE MAINTENANCE VISIT  
4. DAY OF MAINTENANCE VISIT  
5. END OF SEASON  
6. SUPPLEMENTAL PROGRAMMING INFORMATION  
7. PROGRAM IN THE OFFICE  
8. SUPPLEMENT TO STANDARD PROGRAMMING GUIDE  
9. STATION NARRATIVE SUPPLEMENT  

10. SITE DOCUMENTATION RECORD  
11. ANNUAL PREVENTATIVE MAINTENANCE CHECKLIST  
12. ANOTHER EXPLANATION OF TIME  
13. FIELD TOOL/SUPPLY LIST  
14. HELP! Telephone List  
15. FORMS AND DOCUMENTATION LIST 

 

Preseason  

Check equipment 
Programming set or laptop set is working. 

Batteries are charged or replaced.  
Software is loaded as needed (540, 555 and/or Secure Netterm for ASCADS). 
Download latest software version for 555 (if necesary) from www.vaisala.com and load 
on your laptop.  
Necessary programming interface cables on hand (order if necessary). 

 
Tools and Supplies 

Check tool kit (See tool/supply list). 
Replace lost/damaged tools.  
Refurbish Supplies.  
Gloves and hard hat. 

 
Towers 

Assure that any tower you are servicing that requires climbing meets OSHA certification 
standards. If a tower must be climbed, be sure that climbers are certified per OSHA standards. 

 
Communications 

Cell phone is available/working 
OR 
Forest/District radio is available/working and someone on the other end will be available to 
answer if needed.  
Batteries are charged or available for these units. 

Boise, ID
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ASCADS 

Copy of the ASCADS Connection software is loaded on a PC.  
You or your office contact person have an ID and Password assigned by BLM and your Secure 
Netterm license number from your Regional RAWS/DCP Coordinator. You have verified that 
you can access the ASCADS Connection without problems.  
You and your office contact have had training on how to use ASCADS. 

 
Other equipment 

A reliable time piece (although the programming set or computer have internal clocks you will 
need to know the exact time for a variety of reasons. CAUTION- laptop clocks are often 
unreliable and you need to verify or reset this clock at the site).  
The ability to set this clock to 24 hour time is a REQUIREMENT 

 
Office Supplies 

Suggest preprinted return address labels for the Great Basin Warehouse (this will help with the 
speedy return of used parts). 

BLM/NIFC 
Great Basin Warehouse 
ATTN: RAWS Returns 
3833 South Development Avenue 
Boise, ID 83705-5354 

Requisition forms handy to FAX to the warehouse.  
An established job code to be used for ordering parts (NOTE: parts you order from the depot 
are paid for by your unit in advance, the management code is needed for tracking purposes 
AND FOR BILLING IF PARTS ARE NOT RETURNED)  
A supply of the "REMS Repair and Return Form".  
A supply of packaging tape. 

 

 
Two Weeks Before On-Site Maintenance Visit 

Determine which station(s) you'll visit. 
Where possible, it is recommended you schedule only one station per day.  
Review the previous years ASCADS maintenance records and Annual Preventative 
Maintenance Checklist Form to determine which sensors need routine replacement.  
Check ASCADS, call you regional RAWS coordinator or call the Depot to check for problems 
or failures at the site. This may dictate what sensors/parts are needed to successfully refurbish 
the station.  
Review ASCADS and/or your Station Narrative Supplement (attached) for special 
considerations for the selected station. Information about how the station has been set up, 
special or non-standard sensors, non-standard cable lengths or other important information 
will be contained on one or the other of these documents.  
If a Station Narrative Supplement for the selected station has not been completed be 
sure to take one with you the day of your first visit!  
Prepare requisition form to order refurbished parts (See www.fs.fed.us/raws for specific 
instructions on how to order).  
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Call the RSSU Depot at 208.387.5475 and verify with a technician that your order is correct 
before you fax it to the warehouse.  
Once verified correct, FAX requisition to the Great Basin Warehouse. 208-387-5573. 

PLEASE NOTE: Do not hold on to parts! There is a limited number of available sensors and they 
must be kept moving. If your station visit is postponed it may be better to return the parts and re-order at a 
later date. This is especially true in the spring when everyone needs parts at the same time. In order to avoid 
charges to your job code return your "used" parts ASAP. 

 
Day Before On-Site Maintenance Visit 

Organize for the trip. 
Check programming set/laptop; its charged and working and your spare batteries are ready.  
Tool kit is ready.  
Replacement parts are ready.  
Clock/timepiece ready.  
Is a special key needed for the DCP? A key or combination to get through a locked gate? 
Arrangements to cross private property? If so make note of it in ASCADS for future use.  
Check to be sure all documentation is ready:  
Programming guide (if needed).  
The ASCADS screen capture for the particular station. If ASCADS is up to date this will have 
all the information you need to get your station running; time/channel, sensors, everything.  
Documentation forms ready to record information about the station if ASCADS needs to be 
updated.  
Determine what time your selected station will transmit and schedule your maintenance visit 
around this time. Plan your departure to give yourself enough time for travel and completion of 
the actual maintenance work and programming at the station prior to a scheduled 
transmission. The rational is to be at the site when the station transmits. If all has gone well, 
within 10 seconds of transmission your station will appear in ASCADS. Using your cell phone 
or radio you can then contact your dispatch or the BLM Depot Facility for a complete check of 
operational parameters and the accuracy and integrity of sensor data from the station. (See 
"Another Explanation of Time" sheet for a more complete explanation.)  
WHERE POSSIBLE IT IS RECOMMENDED YOU SCHEDULE ONLY ONE 
STATION PER DAY. 

 

 
Day of Maintenance Visit 

Before leaving the office 
Set clocks by calling WWV at 303.499.7111 and set programming set/computer and 
watch/clock with the exact GMT time.  
Use the TIME key on programming set or from a windows environment on your laptop, click 
on the "start" menu and go to "settings" then to "Control Panel" and select "Date and 
Time" (note: you may need to get administrative privileges to do this).  
Access ASCADS and "activate" the station in the STATUS field.  
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It is advisable to notify the Depot of your intention to visit the site. They will be prepared for 
your call later in the day when you ask them to check the station. Of course, if you'll be 
checking the station locally on ASCADS you'll need to coordinate with the person who'll be 
doing that from the office. 

At the site 
Thoroughly inspect the station visually, physically and, as well as possible, electronically. 

Inspect all guy wires and footings.  
Use torpedo levels on towers to check for plumb.  
Check that cables are tied down neatly and secured.  
Check for animal damage or vandalism.  
Check batteries (internal and external) for leakage or corrosion and test with voltage 
meter or load tester.  
Check antenna and cable for physical serviceability. 

Are any of the elements (prongs) bent or missing. Is the antenna properly aligned 
for the GOES satellite? Check with compass and inclinometer. 

Disassemble, inspect and clean the entire tipping bucket. 
Level and tighten tipping bucket platform as needed.  
If installing a new bucket be sure to remove the rubber band securing the tipping 
mechanism.  
JUST AS IMPORTANTLY, SECURE THE TIPPING MECHANISM ON 
THE OLD BUCKET TO PREVENT DAMAGE DURING RETURN 
SHIPPING! Reassemble. 

If you have the equipment, check output of solar panel (both voltage and current) with 
volt ohmmeter (VOM) and clean surface as necessary.  
Check the DCP voltage regulator with the VOM.  
Verify and record all serial numbers of the sensors, antenna, solar panel and DCP on the 
Site Documentation Record (attachment). 

If you have not previously done so, now would be a good time to record necessary information 
on the Station Narrative Supplement (attachment). This is very useful if you have a 
nonstandard station setup. By doing so there will be a permanent record of what the cable 
lengths are or special items to order rather than relying on memory. 

While verifying serial numbers thoroughly inspect sensor. 
Wind speed cups tight and properly aligned. 

Easily and freely spins at a fast walk. 
Wind direction vanes true and tight.  
Fuel stick dowels in good condition.  
Verify and record W/S sensor ice skirt size (either 1-3/4" or 2") you'll need this 
for the programming process. Doing so now will be especially useful if you need 
to return to site at some later date. You'll not need to re-climb or lower the tower 
to check the skirts!  
Verify and record crossarm orientation to assure proper installation of WD 
sensor. 

Proceed with sensor changeout on the tower. 
Inspect and clean cable ends as necessary. 

Even if not replacing sensor, remove cable, inspect, clean and retape.  
Document potential cable problems and note need for replacement as 
necessary.  
In replacing certain cables, note that some cables can be installed in either 
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direction. Be sure that cable is installed with the shielding alignment to 
prevent water from entering cable.  
If replacing cables use quality black tiedown straps (white tie downs break 
down in sunlight).  
Inspect/replace older straps as necessary.  
When attaching sensors to the cable make sure the fitting is snug but not 
tight. All connectors are thoroughly and carefully wrapped with quality 
environmental tape.  
BE CAREFUL NOT TO COVER DRAIN HOLES ON THE 
SENSORS WHILE APPLYING TAPE!! 

When installing the wind direction sensor verify the "arrow" points south (180 
degrees) and remove the pin only after securing the sensor in its bracket.  
Part of the process for installing the fuel temperature or fuel moisture/ 
temperature sensor is to rehabilitate the fuel bed. The stick should be facing south, 
approximately 10" above the fuel bed. The fuel bed should be 3 feet square and 2" 
deep using typical vegetation found in the area. This is especially important if you 
have a fuel moisture/temperature sensor. PLEASE REFER TO NFES 2140 
"Weather Station Handbook - an Interagency Guide for Wildland Managers" for 
complete information on appropriate fuel bed conditions.  
Verify and record the accumulated precipitation amount. This is necessary if 
you intend to continue with an ongoing count. You'll re-enter this amount 
later in the programming process. 

IT IS IMPORTANT TO COORDINATE TO ASSURE THAT THE 
WIMS STATION CATALOG INFORMATION REFLECTS 
PRECIP NUMBERS (reset to zero or continuing with ongoing count).  

Verify and record the goes channel number.  
Verify and record the firmware version in the DCP. This will be helpful to have 
should you encounter problems with the DCP. This information will assist the 
BLM RSSU folks with assisting your troubleshooting efforts. 

With the physical inspection complete, thorough operational and electrical checkout is 
performed. At this time the belt weather kit (BWK) is deployed and all parameters 
checked and recorded. The BWK parameters are used for general comparison purposes 
only. 

The DCP programmer/test set is used throughout the test/check process to 
verify and calibrate all individual functions of the RAWS. 

With the programming set or laptop connected, refer now to the programming guide for 
the Vaisala 540 or 555. 

Refer to the standards for further information on annual site visit procedures including proper cable and 
sensor installation and weatherproofing. 

Refer to the Weather Station Handbook - an Interagency Guide for Wildland Managers (NFES 2140) for 
additional weather station information. 

 

 
End of Season 
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Do not deactivate station in ASCADS if it is still transmitting, REGARDLESS of whether or not you are 
using the data. If the station is transmitting, you have a legal obligation to monitor its accuracy via the 
WATCHDOG function in ASCADS on a regular basis. 

If your station cannot survive the off season without risking transmitting bad data, you should plan to shut 
it off (at the site) while you can still reach it.  

If you do deactivate your station (at the site), you also need to deactivate it in ASCADS. 

 

 
Supplemental Programming Information 
 
Program in the Office 

You may find it convenient to pre-program your 540 DCP in the office the day before your field visit. 
Everything can be done ahead of time per the programming guide. HOWEVER, it is important to be sure 
that you set the channel in the DCP so that the system does not actually try to transmit data when not 
connected to an antenna. This can be accomplished by setting the first digit of the channel selection 
switches (the hundreds digit) to "9".  

CAUTION: You must remember to change it back to zero when you are in the field. Otherwise your 
station will not transmit.  
AVOID programming your station more than one or two days prior to actual planned installation in the 
field. Otherwise, your battery may not survive the use without solar or a/c recharge. Supplement to 
Standard Programming Guide 
If you wish to tailor your programming instructions to each of your stations (GMT, channel, etc.), the 540 
and 555 programming guide is available at www.fs.fed.us/raws.  
You may make modifications to that file to fit your individual station needs.  

Station Narrative Supplement     Last Updated November 1996  

Station Name:  
______________________________________

WIMS/NWS Number:  __ __ __ __ __ __  
                                          (6-digit)

Station 
Type: _______________________________________ 
                         (Handar 540, Vaisala 555, FTS 11 / 12S, 
Other)

NESSID:  __ __ __ __ __ __ __ __  
                    (8-character)

Latitude:  __ __ : __ __ : __ __       Longitude: __ __ __ : __ 
__ : __ __  
                   NOTE: in degrees, minutes, seconds, rather 
than 10ths. 

Elevation:  __ __ __ __ __

Township:  ________    Range:  ________    Section:  
__________

Transmit Channel:    ______     Transmit 
Time:   __ __ : __ __ : __ __

Handar Tower:    YES / NO       Rohn Tower:     YES / Total Tower Height:   __________
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It is a good idea to put as much of this information into ASCADS as possible. Use the narrative 
area and check parameters such as LAT/LONG to assure they are correct.  

 
Site Documentation Record 

NO
Cross Arm Cable Length: ___________  Shielding 
Length: ________

Cross Arm Orientation:  _____   (Should be 
at true north/south)

Antenna Cable Length:  _____  Shielding Length: ______ Antenna Alignment, 
Azimuth: ______  Elevation: ______

Solar Panel Cable Length: ______   Shielding Length: 
 ______

Aspirated Vane Cable Length: ______   
Shielding Length: ______

Fuel Temp/Moisture Cable Length: ______  Shielding 
Length: ______

Precip Gauge Unheated or Heated: ______   Make: ______ Precip Gage Cable Length: ______ Shielding 
Length: ______

Barometric Pressure Gauge (Y/N): ______     
                                                   Limits: 
  Upper: ______  Lower: ______

Datalogger/DCP Software Version: ______

ACTIVE CHANNELS

1. Precipitation Gauge: Barometric Pressure:
2. Wind Speed: Wind Gust-Direction:
3. Wind Direction: Wind Gust Speed:
4. Air Temperature: Fuel Moisture:
5. Fuel Temperature:
6. Relative Humidity:
7. Battery Voltage:
Location / Directions to Station: 
 
 
 
Notes: 
 
 
 

Site Documentation Record

ID: Name: Date:

Class: TX:____:____:____ Chan: Dist:

Sensor: New Serial # Old Serial 
# TB Reset (Y/N)   Cal:       \50 Last:    
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Tipping Bucket     S/P    VDC MA

Wind Speed     Reg   VDC MA

Wind Direction     Battery     No Load Load

RH/AT     Tries:     5M:     10M:     15M:    

Fuel/Temp Changed OK Belt weather:     Wet     Dry     RH    

Battery Changed OK FWD TX: REV TX:

Fuel 
Moist/Temp     Lat     :       :     Long     :     :     GPS (Y/N)

Soil Moist/Temp     BP Limits:     Full     Zero 
SM/ST Limits:     Full     Zero 
WT/G Limits:     Full     Zero Baro Pressure    

CP S/N     Tower PN:     SSN:     

DCP Chan: Firmware: Talker: (Y/N)  Up-Date Interval ___:___ 
Data Size:__________Match: (Y/N) Gust-
Chan 
Up-Date:   :   Future (Y/N)Solar Panel    

Antenna     Run(Y/N) NXmit___:___ NScan___:__ 
ID Correct: (Y/N)  
XMit Next ___:__:__ Diff Time: ___ Weight Gauge   WWV

LAST DATA   FORCE SCAN

T/B BP   T/B BP

W/S FM   W/S FM

W/D SM   W/D SM

AT ST   AT ST

FT WD/G   FT WD/G

RH WS/G   RH WS/G

Batt WT/G   Batt WT/G

Notes:
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Annual Preventative Maintenance Checklist  

Station:____________________________________________________________ 

I=Date New Sensor was Installed 
R=Date of next scheduled replacement 

A=Entered in ASCADS  

 
* AS NEEDED= REPLACE IF COMPONENT IS DAMAGED, CORODED OR IF YOU ARE 
EXPERIENCING PROBLEMS.  

 
Another Explanation of Time 

SENSOR
RECOMMENDED 
REPLACEMENT

I R A I R A

RH/AT EVERY YEAR            
FM/FT EVERY YEAR            
WIND SPEED 2 YEARS            
WIND DIRECTION 2 YEARS            
FUEL TEMP 3 YEARS            
TIP BUCKET 3 YEARS            
DCP 4 YEARS            
AUX BATTERY 3 YEARS            
SOLAR RADIATION 2 YEARS            
ANTENNAS AS NEEDED*            
SOLAR PANEL AS NEEDED*            
CABLES AS NEEDED*            
BAROMETRIC PRESSURE AS NEEDED*            
OTHER              
OTHER              
OTHER              
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For the purposes of programming, it is usually best to work only in GMT time at the site. This avoids 
mistakes in converting to local time. The following example will help plan the time of arrival at your site, so 
you can be finished with your rehab and programming prior to the next scheduled transmission.  

EXAMPLE: Your station transmits every three hours at 0944, 1244, and 1544 local time. Assume that your 
work day begins at 0800, and you travel two hours to the station, arriving around 1030. You then spend two 
hours doing the maintenance and programming. At 1240 you call the RSSU facility (or your local contact 
who is logged in to ASCADS), and you verify that the station transmitted and that it is operationally correct. 
If things aren't right the RSSU folks (or your ASCADS person) can tell you what may have gone wrong and 
help you fix it. The next time the station transmits will be 1544 and the folks at the depot may have gone 
home for the day – they're on Mountain time. If you have someone who can check ASCADS, though, you 
might try again to bring the station up and check it at 1544 to see if it transmitted correctly. If you can't do 
this, it would be better to return on the following day. Do not allow a station to remain on the air if it is not 
right. This is especially true of time and channel errors, as they may be interfering with another station.  

 
To obtain GMT from local time, use the corrections below. For example, 10:00 PDT is 10:00 + 7:00 = 
17:00 GMT)  
  

 

 
Field Tool/Supply List  
Note: If your station is anything other than a standard Vaisala installation i.e. a Rohn Tower, you may need 
additional tools not covered by this list. 

tape measure  
pocket knife  

PDT - GMT  
0000  -  0700  
0100  -  0800  
0200  -  0900  
0300  -  1000  
0400  -  1100  
0500  -  1200  
0600  -  1300  
0700  -  1400  
0800  -  1500  
0900  -  1600  
1000  -  1700  
1100  -  1800  
1200  -  1900  
1300  -  2000  
1400  -  2100  
1500  -  2200  
1600  -  2300  
1700  -  0000  
1800  -  0100  
1900  -  0200  
2000  -  0300  
2100  -  0400  
2200  -  0500  
2300  -  0600 

PST - GMT  
0000  -  0800  
0100  -  0900  
0200  -  1000  
0300  -  1100  
0400  -  1200  
0500  -  1300  
0600  -  1400  
0700  -  1500  
0800  -  1600  
0900  -  1700  
1000  -  1800  
1100  -  1900  
1200  -  2000  
1300  -  2100  
1400  -  2200  
1500  -  2300  
1600  -  0000  
1700  -  0100  
1800  -  0200  
1900  -  0300  
2000  -  0400  
2100  -  0500  
2200  -  0600  
2300  -  0700 

MDT - GMT  
0000  -  0600  
0100  -  0700  
0200  -  0800  
0300  -  0900  
0400  -  1000  
0500  -  1100  
0600  -  1200  
0700  -  1300  
0800  -  1400  
0900  -  1500  
1000  -  1600  
1100  -  1700  
1200  -  1800  
1300  -  1900  
1400  -  2000  
1500  -  2100  
1600  -  2200  
1700  -  2300  
1800  -  2400  
1900  -  0100  
2000  -  0200  
2100  -  0300  
2200  -  0400  
2300  -  0500 

MST - GMT 
0000  -  0700 
0100  -  0800 
0200  -  0900 
0300  -  1000 
0400  -  1100 
0500  -  1200 
0600  -  1300 
0700  -  1400 
0800  -  1500 
0900  -  1600 
1000  -  1700 
1100  -  1800 
1200  -  1900 
1300  -  2000 
1400  -  2100 
1500  -  2200 
1600  -  2300 
1700  -  0000 
1800  -  0100 
1900  -  0200 
2000  -  0300 
2100  -  0400 
2200  -  0500 
2300  -  0600 

CDT - GMT 
0000  -  0500 
0100  -  0600 
0200  -  0700 
0300  -  0800 
0400  -  0900 
0500  -  1000 
0600  -  1100 
0700  -  1200 
0800  -  1300 
0900  -  1400 
1000  -  1500 
1100  -  1600 
1200  -  1700 
1300  -  1800 
1400  -  1900 
1500  -  2000 
1600  -  2100 
1700  -  2200 
1800  -  2300 
1900  -  0000 
2000  -  0100 
2100  -  0200 
2200  -  0300 
2300  -  0400 

CST - GMT 
0000  -  0600 
0100  -  0700 
0200  -  0800 
0300  -  0900 
0400  -  1000 
0500  -  1100 
0600  -  1200 
0700  -  1300 
0800  -  1400 
0900  -  1500 
1000  -  1600 
1100  -  1700 
1200  -  1800 
1300  -  1900 
1400  -  2000 
1500  -  2100 
1600  -  2200 
1700  -  2300 
1800  -  0000 
1900  -  0100 
2000  -  0200 
2100  -  0300 
2200  -  0400 
2300  -  0500 

EDT - GMT  
0000  -  0400  
0100  -  0500  
0200  -  0600  
0300  -  0700  
0400  -  0800  
0500  -  0900  
0600  -  1000  
0700  -  1100  
0800  -  1200  
0900  -  1300  
1000  -  1400  
1100  -  1500  
1200  -  1600  
1300  -  1700  
1400  -  1800  
1500  -  1900  
1600  -  2000  
1700  -  2100  
1800  -  2200  
1900  -  2300  
2000  -  0000  
2100  -  0100  
2200  -  0200  
2300  -  0300 

EST - GMT 
0000  -  0500 
0100  -  0600 
0200  -  0700 
0300  -  0800 
0400  -  0900 
0500  -  1000 
0600  -  1100 
0700  -  1200 
0800  -  1300 
0900  -  1400 
1000  -  1500 
1100  -  1600 
1200  -  1700 
1300  -  1800 
1400  -  1900 
1500  -  2000 
1600  -  2100 
1700  -  2200 
1800  -  2300 
1900  -  0000 
2000  -  0100 
2100  -  0200 
2200  -  0300 
2300  -  0400 
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phillips head screwdriver set  
slotted screwdriver set  
combination wrench set (9/16 & 1/2)  
small sledge hammer  
torpedo level (2)  
a set of nut drivers(9/16 & 1/2 deep well)  
rachet  
crescent wrench  
pliers  
needle nose pliers  
set of allen wrenches  
side cutters (wire snips)  
aerosol battery terminal cleaner  
small mylar space blanket (for use as sun screen when using laptops)  
distilled water  
small paintbrush to clean tipping bucket and general dusting of small parts.  
rags  
spare fuses* 

micro amp fuses [radial lead micro fuses by Little Fuse], (available at Radio Shack or other 
electronics shop). They are 1/2 and 1/4 amp fuses.  
2 and 5 amp glass buss fuses. 

locktight  
belt weather kit  
garbage bag  
multimeter  
compass  
programming set or laptop  
tipping bucket calibration container*  
canteen of water for above  
Several rolls of high quality "environmental" style electricians tape.  
Black cable ties (white ones break down in sunlight).  
Spare batteries for your multi-meter.  
*available from the depot 

 

 
HELP! Telephone List 

BLM Remote Sensing Support Unit:
Buddy Adams 208.387.5475 Buddy Adams

USFS National RAWS Coordinators:
Kolleen Shelley 208.387.5871 Kolleen Shelley
Linnea Keating 208.476.8312 Linnea Keating

USFS Regional RAWS Coordinators:
R1 – Dave Grace 406.329.4952 Dave Grace
R2 - Dave Clement 303.275.5791 Dave Clement
R3 – Richard Naden 505.842.3415 Richard Naden
R4 - Tenna Biggs 208.373.4179 Tenna Biggs
R5 - Beth Little 530.226.2710 Beth Little
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Forms and Documentation List  
KEY Code Legend - Listing of laptop programming keys and their functions.  
STATION NARRATIVE SUPPLEMENT- Format for recording station configuration information for 
later entry into ASCADS.  
ASCADS PDT Format - Format for recording station information when planning a new station and can 
be used as a hard copy reference to RAWS Network documentation.  
ORDER PARTS - Procedures for ordering replacement/repair sensors from the BLM RSSU (RAWS) 
under the depot agreement. Includes the REMS Repair and Return Form and the REMS/RAWS NFES 
Mini-Catalog.  
RAWS PROGRAMMING GUIDE - Produced by the BLM RSSU Group  
RAWS STANDARDS - NWCG publication PMS 426-3.  
WEATHER STATION HANDBOOK - NFES 2140..."Weather Station Handbook - an Interagency 
Guide for Wildland Managers"  
SITE DOCUMENTATION RECORD - Format used by the BLM technicians to record serial numbers 
and last and new data measurements (force scan). 

R6 - Russ Hurst 541.962.8665 Russ Hurst
R8 - Eddy Holt 423.476.9700 Eddy Holt
R9 –Steve Marien 612.713.7300 Steve Marien
R10 - Willie Thompson 907.743.9459 Willie Thompson
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555 PROBLEM-SOLVING TIPS
Symptom: Possible Reasons:

Analog readings are 
bad

1. Wrong channel selected 
2. Wrong or missing pull-up/down resistor 
3. Battery voltage too low for A/D 
4. Temperature compensation table bad 
5. Sensor not getting power SW1 / SW2

Comm Error 02 1. DCP has no power 
2. Wrong COM port selected on PC 
3. Cable not connected to Program l/O port 
4. 555 not operational 
5. Option card in system is not working

Comm Error 64 1. 555 is in initialization mode - wait 15 seconds 
2. Wrong COM port selected on PC 
3. Option card in system is not working

Comm Error 128 1. Time-out in FILE configuration not sufficient 
2. Running under Windows 3.1

GOES not 
transmitting on 
schedule

1. Time in DCP not correctly set 
2. Too much data to transmit in allotted time 
3. GOES channel number not contiguous 
4. Transmitter not initialized 
  a. DCP clock is not set 
  b. down level GOES process definition 
  c. faulty GOES transmitter

Memory Allocation 
Error 1. Insufficient lower memory in a PC

Modem in 555 no 
working

1. Modem fuse blown (F1) 
2. No HSB connection 
3. If unit has GOES radio, check system (555) fuse

SDl-12 not working 1. SDl-12 address conflict 
2. Multi-com board installed and unit not yet in RUN mode

Time not accurate 1. Temperature compensation table is bad
Unable to program 
flash device

1. Insufficient battery power 
2. Flash chip (U13) is bad

Unable to shell to 
DOS, convert data, 
assemble programs, 
do ON-LINE or 
REMOTE

1. Autoexec.bat defines TEMP directory that does not exist 
2. Insufficient disk space 
3. No path to command.com 
4. Insufficient RAM

Watch dog time-outs 1. Insufficient battery power 
2. Firmware older than 4.06 and divide by 0 occurs in the 
processing 
3. 555 configured for conflicting devices (e.g. Multi-com and 
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LED display)
No Power at SW1 or 
SW2 1. Fuse F1 or F2 is blown

Unable to 
communicate via 
SDl-12 with a 555B

1. If equipped with a multi-com board, W5 on scrambler board 
needs to be in 485 position, not SDl-12 position

Unable to read 
outside inputs such 
as 6A, 6B, 8A, *b

1. Jumpers on CPU board are positioned to read internal inputs

For more information about the Interagency RAWS program, contact USFS 
Program Manager Kolleen Shelley or BLM Remote Sensing Fire Weather 

Support Unit Manager Herb Arnold. 
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Abstract

The RAWS network and RAWS data-use systems are closely reviewed and summarized in 
this report. RAWS is an active program created by the many land-management agencies 
that share a common need for accurate and timely weather data from remote locations for 
vital operational and program decisions specific to wildland and prescribed fires. A RAWS 
measures basic observable weather parameters such as temperature, relative humidity, wind 
speed, wind direction, and precipitation as well as “fuel stick” temperature. Data from almost 
1,900 stations deployed across the conterminous United States, Alaska, and Hawaii are now 
routinely used to calculate and forecast daily fire danger indices, components, and adjective 
ratings. Fire business applications include the National Fire Danger Rating System (NFDRS), 
fire behavior, and fire use. Findings point to the fact that although the RAWS program works 
and provides needed weather data in support of fire operations, there are inefficiencies and 
significant problem areas that require leadership attention at the National level.
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Introduction

All fire managers and fire weather forecasters rely on weather data from Remote Automated 
Weather Stations (RAWS). Incident meteorologists (IMET) forecasters from the National 
Weather Service and predictive service meteorologists from Geographic Area Coordination 
Centers (GACC) (see Glossary for terms and acronyms) extol the critical importance of the 
RAWS network for their daily work. In response to a RAWS-use survey, a Nevada IMET 
writes, “Having the weather data is critical to making forecasts for the future. Without data, 
we have no idea if we are making reasonable forecasts.” A respondent from New Mexico 
asks, “If you don’t have the ground-truth data, how can you make an intelligent decision?” An 
IMET from Missouri writes, “This is our only source for 10-hour fuel moisture determinations 
which are a key component in our Fire Weather Watch and Red Flag Warning decisions.”

GACC meteorologists use RAWS data on a daily basis to calculate localized fire danger 
indices, components, and intermediate fire-related products. Comments from GACC meteo-
rologists in the Rocky Mountain Area Coordination Center (RMACC), the Southwest Area 
Coordination Center, and the Eastern Great Basin Coordination Center range from, “Without 
high-quality fire weather data, how can we generate quality products to support fire business?” 
to “If I don’t get operational support for the RAWS network in this Region, I’ll do it myself….” 
In some geographic areas, such as places where maintenance of RAWS stations is a low pri-
ority and data quality has not been acceptable, GACC meteorologists have recently become 
directly involved in RAWS operations.

Given the severe fire seasons in recent years, it has become clear that we need to ensure 
that the overall effectiveness of the Forest Service RAWS network continues. Thus, there is a 
need to revisit the RAWS system to ensure high-quality, useful fire weather data. This report 
examines the extent to which RAWS affects fire management at all levels and explores op-
portunities for improvement.

We were selected to generate this report because we had no prior working knowledge of RAWS 
or of its integrated fire business role. This lack of working experience with RAWS allowed us to 
function as unbiased reviewers. It has been a challenge to understand the intricacies of RAWS, the 
interagency nature of the network, and to separate RAWS facts from myths. But Forest Service 
(FS) and Bureau of Land Management (BLM) personnel directly involved with RAWS and fire 
business have been extremely helpful and patient during the preparation of this report.

We were specifically asked to focus on the FS’s RAWS network because the FS manages 
its RAWS differently than other agencies. Given that RAWS is an interagency program, it was 
impossible to completely segregate FS RAWS. Rather than restricting the final report to FS 
RAWS, we decided to make it inclusive of all RAWS-related parts. In order to give the reader 
as complete a picture as possible, we also decided to include many loose ends that have RAWS 
implications. Hence, we hope this review document will serve not only a useful role in under-
standing and improving FS RAWS, but also as an interagency RAWS reference.

What Is RAWS?
Many Federal, State, and other wildland resource management agencies share a common 

need for accurate and timely weather data to make vital operational and program decisions 
related to all aspects of wildland and prescribed fires. In the mid-1970s, the Forest Service 
(FS) and Bureau of Land Management (BLM) began research, development, and deployment 
of a RAWS utilizing a satellite data transmission system, the Geostationary Operational 
Environmental Satellite (GOES). RAWS has been developed using input from many opera-
tional users. The RAWS network has evolved into a valuable interagency resource providing 
essential weather data from remote locations nationwide for critical fire business support and 
decisionmaking.
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The RAWS network as a whole is a weather station mesonet, which is defined as a collec-
tion of surface observing stations that cover a region in sufficient detail both in space and time 
to be able to monitor and nowcast the progression of mesoscale weather features (structure of 
fronts, outflow boundaries from mesoscale convective complexes, terrain circulations, and so 
forth). As of 2002 there were almost 1,900 stations deployed across the conterminous United 
States, Alaska, and Hawaii (fig. 1). The wildfire management agencies participating in the 
network include FS; BLM; Bureau of Indian Affairs (BIA); Federal Emergency Management 
Agency (FEMA); National Park Service (NPS); U.S. Fish and Wildlife Service (FWS), and 
state agencies. Personnel in the U.S. Department of Defense (DOD) and Department of 
Energy (DOE) also utilize RAWS for their own purposes.

A RAWS measures basic observable weather parameters: temperature, relative humid-
ity, wind speed, wind direction, and precipitation in addition to fuel stick temperature. 
Increasingly, the capacity to measure barometric pressure and solar radiation has been added 
to many stations, particularly those meeting the new National Fire Danger Rating System 
(NFDRS) standards.

Data from the stations are now routinely used to calculate and forecast daily fire danger 
indices, components, and adjective ratings. Fire business applications such as NFDRS, fire 
behavior, and fire use constitute the primary uses of RAWS data. Often these data are also 
requested for uses other than fire weather support. Sensors and instrumentation other than the 
standard meteorological RAWS set have been added to provide weather data for nonfire appli-
cations such as air quality monitoring, climatology, ecological modeling, and environmental 
impact assessments.

Figure 1. RAWS locations as of December 2001; adapted from the Wildland Fire Assessment System 
(WFAS-MAPS).
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Is the RAWS Network Working?
Even though RAWS is an interagency operation implementing different management 

approaches, we found that the current network, although pieces outdated and inefficient, is 
functioning and slowly improving based on current data base maintenance, physical station 
maintenance standards, and data used regularly and appropriately to calculate fire danger. 
The RAWS network is constantly changing. Hardware and software are being repaired and 
upgraded on an as-needed basis, and operational standards and protocols are being improved. 
New NFDRS weather station standards have been published (NWCG – National Fire Danger 
Rating System, Weather Station Standards 2003), and short- and long-term strategic plans 
drafted. Also since the Internet has made it easy to access and retrieve RAWS data, databases 
are being upgraded to Internet-based applications and data access is being simplified.

Nevertheless, the RAWS network is not currently as efficient as it could be. Quality assur-
ance of data, data streams, and station maintenance vary with location and ownership. Also, 
management and position responsibilities are not always clearly defined. This is not a criticism 
of those who support and operate the RAWS system nor of their dedication to maintaining the 
network, but a recognition that the RAWS network needs more attention, management, and sup-
port than it currently receives. There is an important distinction to be made between the RAWS 
data as measured and the many uses of RAWS data when assessing the RAWS program.

Finally, we have discovered some systematic errors in historical RAWS data records that 
may have serious operational impacts on current fire use decisions.

Report Organization
In this report, we summarize different aspects of RAWS function and performance, and we 

provide findings about its performance. We hope this review will serve as a valuable source 
of RAWS information and a users guide for searching and retrieving RAWS data. There are 
many aspects of RAWS that are not fully documented; hence, many references are personal 
communications and draft documents are not easily obtained.

The report is organized into 10 sections: Introduction, Background of the RAWS Network; 
Data Stream and Products; Operations, Protocols and Oranization; Use of RAWS Data in 
Fire-Related Applications; Data Retrieval; RAWS Projects under Development; Studies and 
Surveys; Additional Uses of RAWS Data, and Management Implications. We also include a 
Reference section, a Glossary of Terms and Acronyms; and Appendices. To make the report 
easier to comprehend and to use, we have relegated a fair amount of technical information and 
details to the appendices. For example, appendix A provides a list of RAWS-related Web sites 
and of entities affiliated or related to RAWS (see appendix A).

Background of the RAWS Network

This section relates the history of the RAWS network; the research, development, and test-
ing involved; and the deployment of hardware and software. The latter has been a continuous 
process as the network has grown in size, requiring upgraded software and new databases to 
handle the enormous amount of data being collected.

A Brief History
Prior to station automation, weather data for fire danger rating calculations and general fire 

weather support were collected manually. The stations were usually located near an FS ranger 
station or BLM fire base. Typically, an operator would visit each weather station once per day 
during the fire season (Warren and Vance 1981; K. Shelley, personal communication 2001). It 
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usually took 10 minutes to obtain the manual readings, which consisted of the following steps 
(Finklin and Fischer 1990; K. Shelley, NWCG – Fire Danger Working Team, Gaining a Basic 
Understanding of the National Fire Danger Rating System, January 2002):

1.  Record the start wind-run count of the wind odometer.

2. Determine inches of last 24-hour rainfall with a ruler.

3. Record the dry and wet-bulb temperatures using a sling psychrometer.

4. Record the max/min air temperature for the past 24-hour and reset the instrument.

5. Record max/min relative humidity using hydrothermograph; check current relative 
humidity against wet-bulb temperature.

6. Observe wind direction for 1 minute and record it.

7. Observe and record the current state of the weather (SOW).

8. Record end wind-run odometer reading and time lapse from step 1 (typically 
approximately 10 minutes) and calculate and record the average wind speed (count per 
unit time).

9. After departing from the site, determine past 24-hr rain duration and lightning occurrence 
by asking local people.

10. Call the local agency supervisor’s office to relay complete observation record for 
subsequent calculation of fire danger indices and components using look-up tables and 
nomograms, slide-rule, or hand-held calculator if available.

The historical procedure is an important aspect of the present-day RAWS program because 
current automated sampling protocols still reflect data collection limitations inherent in 
the manual observations. Modern electronic methods exist that make it possible to extract 
additional and useful information from existing RAWS (for example, more frequent sampling, 
longer averaging periods, measurement statistics, and so forth). These are not currently em-
ployed, however, due to data transmission, manipulation, and storage limitations as well as an 
underlying ‘if-it-works-don’t-change-it’ philosophy among users.

In 1975, the FS began investigating the use of an automatic data collection system utiliz-
ing the GOES to transmit fire weather data from remote locations (table 1). The GOES-based 
RAWS system was chosen to avoid the disadvantages of radio- or telephone-linked stations. 
Such limitations included the need for a line of sight to a base station for radio transmission 
or proximity to telephone lines for a telephone transmission. BLM soon became involved in a 
cooperative project with the FS to develop, evaluate, and deploy GOES-based RAWS (Warren 
and Vance 1981). In 1978, FS and BLM engineers developed the specifications for the final 
RAWS-GOES platform. These were based on experience gained during the development phase 
and on requirements set by the RAWS Steering Committee and the NFDRS Implementation 
Team. Except for hardware and data-logger software upgrades, the basic station configuration 
has not changed since then.

RAWS Classification Schemes
During the late 1970s many other Federal and State land management agencies began de-

ploying RAWS in support of fire operations including the BIA, FWS, NPS, and California 
Department of Forestry (CDF). With the increasing numbers of RAWS deployed by various 
agencies and States, the need to distinguish between station types and to define station func-
tion became apparent (for example, NFDRS versus non-NFDRS; GOES versus non-GOES). 
Even today many stations are not GOES-capable. The proliferation of RAWS also generated 
the need to automate data collection, centralize databases, and calculate fire business related 
products, such as indices and components, that use RAWS data. The FS Pacific Northwest 
Region, followed by other FS regions and the BLM, informally adopted the weather station 
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classification standards, which were formally implemented in the late 1980s (B. Adams, per-
sonal communication 2002).

These weather station classification standards continue to be used by BLM’s initial data 
handling system: the Automatic Sorting, Conversion, and Distribution System (ASCADS). 
The FS, however, has adopted a number code system for different types and classes of stations. 
Other land management agencies at the State and Federal level use both classification systems 
because all must use BLM’s ASCADS and the FS’s Weather Information Management System 
(WIMS) to process and manage RAWS data.

The National Wildfire Coordinating Group (NWCG)—an interagency group established 
to coordinate efforts of the participating agencies—has recently published new station classes 
and minimum standards.

For a description of these classification schemes, see Operations, Protocols, and 
Organization section.

RAWS Information Management Systems
With the increased number of weather stations being fielded came the necessity to automate 

and streamline data handling. At the same time that RAWS data-loggers, sensors, transmitters, 

Table 1: General Timeline of RAWS and Database Development.

 Year Occurrence

Late 1920s to present Manual weather stations
1970 National Fire Danger research group formed; research initiated that
  generated the 1972 version of NFDRS

1975 RAWS/GOES planning and development initiated
 AFFIRMS launched on a time-share computer, also hosted NFDRS

1977 – late 1970s Final RAWS specifications established 
 10 stations purchased and deployed – evaluated for 5 months
 1978 version of NFDRS implemented

Early 1980s First RAWS manual GTR-IMT-116;  Other state and federal land management
  agencies began deploying RAWS

Late 1980s 1988 version of NFDRS released and implemented
 ASCADS version 1 released/implemented

1990  WIMS development initiated, designed to replace AFFIRMS
 1990 Weather Station Handbook published

1993 AFFIRMS replaced by WIMS (Weather Information Management system)
 WIMS is new host for 1978 and 1988 NFDRS

Mid-1990s WFAS development initiated
 WIMS development continues along with NIFMID/KCFast, etc.

1997 WFAS development initiated
 WIMS development continues along with NIFMID/KCFast, and so forth

1998 Experimental fire potential map added to WFAS
 WIMS/WEB development continues

2000 Fire Family Plus V 2.0 released
 NWCG-NFDRS (RAWS) Weather Station Manual released

2001 WIMS/WEB implemented along with NIFMID/KCFast/SIT/209/PocketCard,
  and so forth
 Still host of NFDRS 1978 and 1988
 Present-day GACC Meteorologists take initiative to inventory and correct
  individual (cross agency) problems (siting, quality control, and so forth)

2002 Fire Family Plus V 3.0 released
 ASCADS re-engineering specifications established, to be implemented

2003 ASCADS patch implemented
 Update of NWCG-NFDRS (RAWS) Weather Station Manual released
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and other hardware were being integrated, tested, and deployed, databases and software were 
also developed to manage the new influx of data. The automation of data collection allowed 
for the deployment of more RAWS and greatly enhanced the ability to collect weather infor-
mation from areas that were difficult or impossible to visit on a daily basis. This led to the 
progressive development and upgrading of RAWS information management systems. In this 
section, we will take a look at the development of these systems.

National Fire Danger Rating System (NFDRS)

The National Fire Danger Rating System (NFDRS) is a computer model that calculates 
fire danger rating indices and components. It is used for fire business decisionmaking and 
as a management decision tool (see also appendix B). The manual version of the NFDRS 
was released in 1972, the first computerized version in 1975. New versions of NFDRS were 
released in 1978 and 1988. The 1988 version was in answer to concerns for better model re-
sponse to drought and precipitation in the Southeast United States. As a decision support tool, 
NFDRS assumes that accurate 13:00 hour weather observations have been input to the system. 
It then uses these to generate fire danger indices and components. When this assumption was 
tested, it was found to be problematic. These findings are presented later in this report (see 
Management Implications section).

Administrative and Forest Fire Information Retrieval and Management 
System (AFFIRMS)

The Administrative and Forest Fire Information Retrieval and Management System 
(AFFIRMS) was a prototype information management system that initially hosted the 1975 
computerized version of NFDRS. It was developed in response to the need to automate the 
manual version of NFDRS that had been released in 1972. Designed to be interactive and user-
friendly, AFFIRMS was available nationally on a time-share computer system via commercial 
telephone lines. It allowed simultaneous entry of fire weather observations from numerous 
remote terminals at fire dispatch centers across the network. The data were then displayed 
along with the fire danger indices and components for specific RAWS sites. It continued to 
host the NFDRS models until 1993 when it was replaced by the NIFMID Weather Information 
Management System (WIMS).

National Interagency Fire Management Integrated Database (NIFMID)

The National Interagency Fire Management Integrated Database (NIFMID) is an ORACLE 
relational database that contains historic fire weather and fire occurrence information (see 
NIFMID flow chart in appendix C-1). It serves as a database warehouse for archiving fire 
business/management information, including RAWS weather observations. WIMS, which is 
part of NIFMID, is a weather information database (see WIMS webb application menu hiar-
chy, appendix C-2). It produces the daily and forecast fire danger indices and components us-
ing the NFDRS model(s) and archives all hourly RAWS observations for 18 months. Another 
NIFMID module, the Kansas City Fire Access Software (KCFast) database, stores all 13:00 
hour observations for the entire period of record (see also KCFast flow chart in appendix D). 
In addition to the 13:00 hour observations, KCFast also contains all the hourly observations 
for 18 months as well as fire occurrence information – statistics by region, forest, and so forth. 
Other modules in NIFMID include firefighter pocket cards (see example in appendix E) and 
report generators and forms (for example, the national fire situation report, incident situation 
reports, and aircraft use). We describe NIFMID, WIMS, and KCFast in more detail in the 
Data Retrieval section.

Automatic Sorting, Conversion, and Distribution System (ASCADS)

In the late 1980s the Remote Sensing Fire Weather Support Unit (RSFWSU) at the National 
Interagency Fire Center (NIFC), also known as the Boise Depot, was instrumental in developing 
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the Automatic Sorting, Conversion, and Distribution System (ASCADS). It has remained 
relatively unchanged to date but upgrades have been identified (see long-term upgrades to 
ASCADS section). ASCADS was originally designed as the single data handling entity to 
perform all RAWS functions including ingesting data, re-formatting, checking for quality 
assurance, and sorting raw data received through GOES. It also merged all data streams for 
distribution to various users, and provided both a short-term database (30 days) of RAWS data 
and long-term database of RAWS metadata. The original primary user was the RSFWSU, 
with only limited use by others. As the system evolved, an increasing number of clients began 
accessing the database for both weather and metadata. ASCADS is now the central short-
term data cache and distribution point for all of the GOES RAWS. From ASCADS, weather 
data are sent to WIMS, the Western Regional Climate Center (WRCC), the National Weather 
Service (NWS) in Boise, and to the BLM/NIFC Wildland Fire Management Information 
System (WFMI) (USDI/BLM/RSFWS 2002). We describe ASCADS in more detail in the 
Data Retrieval section and see ASCADS flow chart in appendix F.

Wildland Fire Assessment System (WFAS)

The Wildland Fire Assessment System (WFAS) is not a RAWS database; it queries WIMS 
each afternoon to retrieve NFDRS products and to generate maps of selected fire weather 
parameters that are archived. WFAS was developed by the Fire Behavior Unit, Fire Sciences 
Laboratory, Rocky Mountain Research Station in Missoula, MT, as an Internet-based tool for 
fire business managers (see appendix G). Initially available in 1994 through the Fire Science 
Laboratory, WFAS was transferred to NIFC in 1999. WFAS is currently supported by NIFC, 
the USDA FS F&AM, and the National Information Systems Team (NIST). A WFAS Web site 
was redesigned in 2002 to provide easier access to current and archived products. We describe 
WFAS in more detail in the Data Retrieval section.

Western Region Climate Center (WRCC)

The Western Region Climate Center (WRCC) has taken on the responsibility of archiving 
and quality assuring RAWS hourly data. The WRCC database is the only systemwide archive 
of long-term hourly data for all active and inactive RAWS. The WRCC database also main-
tains a Station Metadata Summary for each RAWS. The historical record is documented for 
each station and has been quality assured for consistency. We describe WRCC in more detail 
in the Data Retrieval section (see also appendix H).

Multiagency Resource
The RAWS network has evolved over the past 24 years into a multiagency resource that 

serves the common need for remote area weather data in support of fire operations and 
the NFDRS. Today the most immediately useful RAWS data stream is distributed through 
ASCADS to NIFMID and WFAS. The RAWS network directly serves the interagency fire 
community by providing weather data through ASCADS to the NWS, NIFMID, WRCC, 
and indirectly to WFAS. NIFMID and WFAS provide the backbone weather support for the 
nation’s fire business decisionmaking. RAWS also provides for immediate field operational 
weather needs at some stations through direct dial-up and/or station alert features.

NFDRS 2000 Standards
As part of the ongoing upgrade of RAWS, the National Wildfire Coordinating Group 

(NWCG)—an interagency group established to coordinate programs of the participating wild-
fire management agencies—published the NFDRS 2000 Weather Station Standards (NWCG 
2000). It is intended to supplement (and update) parts of The Weather Station Handbook: An 
Interagency Guide for Wildland Managers (Finklin and Fischer 1990). The aim of the publi-
cation is to standardize procedures across agencies for the entire network. Contents include 
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discussions of a station’s operational period; site selection and station frame criteria; annual 
maintenance and repair; sensor suite and data stream transmission requirements; and a new 
station classification system. The NFDRS update recognizes that hardware upgrades are 
ongoing. The sensor suite will stay the same, although new methods are being developed to 
calculate fuel moisture and state-of-the-weather (SOW). Also under investigation is a hands-
off method to validate and flag the 13:00 hour observation. The new operations protocols are 
briefly described below and in greater detail in appendix I.

Data Stream and Products

Summary of Data Flow
This section summarizes how RAWS data flows through various databases. The NWCG 

Information Resource Management Working Team (IRMWT) and the NWCG Data 
Administration Working Group (DAWG) are two entities working to standardize data han-
dling. Their mission is to ensure the smooth exchange of data by providing a standardized 
format for entering metadata and weather data.

The flow of data from modern RAWS as currently required by NWCG is shown in fig-
ure 2. From the DCP-transmitter, RAWS data are transmitted to a GOES satellite (East or 
West satellite depending on location). RAWS data are then retransmitted to the National 
Oceanic and Atmospheric Administration’s (NOAA) National Environmental Satellite, Data, 

Figure 2. RAWS Data Stream.
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and Information Service (NESDIS) center on Wallops Island, VA. From there, the data are 
again retransmitted via the Domestic Satellite (DOMSAT) to Boise, ID, to be ingested and 
processed by the BLM database, ASCADS, which is part of RSFWSU (also known as the 
Boise Depot). ASCADS is also used for metadata storage, maintenance documentation, and 
short-term data storage. From ASCADS, data are forwarded to the FS database, WIMS; to the 
WRCC; to the Boise NWS; and to the BLM/NIFC Wildland Fire Management Information 
System (WFMI).

WIMS receives additional RAWS data from stations (called dial-ups) that can only be ac-
cessed via telephone. A stand-alone multimodem computer (the HUB) located in Kansas City/
NITC queries the dial-ups for data retrieval on a regular schedule (every 3, 6, 9, or 24 hours, 
depending on local needs). This system should be phased out of service by 2005 as part of the 
RAWS and WIMS upgrade programs.

The NFDRS fire danger indices and components are the fire-related primary products for 
which RAWS data are used; fire behavior and fire use are two others. All RAWS weather data 
are combined with their respective site information and NFDRS parameters that are contained 
within the station catalog file such as: climate class, slope class, fuel model, humidity code, 
and so forth. These are then processed through NFDRS algorithms daily to generate fire dan-
ger rating indices, components, adjective fire danger ratings, and fuel moisture (Cohen and 
Deeming, 1985; see also appendix B). Fire danger rating predictions are also made for the 
next day.

NWS uses RAWS data to prepare fire weather forecasts for regions and zones throughout 
the United States.

WFAS queries WIMS once a day to retrieve and then map NFDRS products for the entire 
United States. WFAS products include: indices and components, greenness, drought, weather 
forecasts (processed from NWS forecasts), adjective fire danger, atmospheric stability (Haines 
index), and lightning ignition efficiency (see appendix G). The Haines Index and lightning 
ignition efficiency are not NFDRS products.

The Western Regional Climate Center (WRCC) has recently introduced a RAWS monitor-
ing Internet Web site (WRCC RAWS) that provides short- and long-term data summaries, 
current conditions, wind roses, site metadata, and so forth for most stations (see below and 
also appendix H).

The BLM/NIFC Wildland Fire Management Information System (WFMI) also provides 
RAWS data summaries, but this system is accessed primarily by local dispatch centers when 
using SIGs for their immediate area of operations. Greater detail about data access is provided 
in the Data Retrieval section.

Findings
Dial-up RAWS data are not processed through ASCADS. NWCG requirements are not 

currently satisfied per se; rather they are goals to live into.

Operations, Protocols, and Organization

This section summarizes station standards including RAWS site selection, sensor suite, 
data management, QA/QC, and personnel positions and duties. In pertinent sections, we de-
scribe both the standard protocol and the new NFDRS 2000 sampling protocol, maintenance 
program, and classification schemes. In this section, we also tabulate the number of RAWS 
stations by agency and type according to the ASCADS, FS, and NFDRS 2000 schemes. Also 
described are administrative organization and funding. (See also appendix I.)
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 Installation and Deployment
Once a site has been selected that meets all criteria, the RAWS can be deployed; involved 

personnel should receive formal training or help from those already trained. Station metadata 
parameters must be determined, recorded, and entered into both ASCADS and WIMS; these 
include slope; aspect; lat/long; elevation; sensor serial numbers; owner agency and unit; fuel 
model(s); current year green-up and freeze dates; and NFDRS indices and components, and 
their breakpoints.

An NFDRS 2000 RAWS should be located on level ground in a large open area with low 
vegetation cover. It should be sited away from dust and moisture sources and distant from 
obstructions such as buildings and trees. It should be oriented in such a way as to receive full 
sunlight for the greatest number of hours per day during the fire season. If positioned on a 
slope, a south or southwest aspect is required.

Sensor Equipment
The basic RAWS sensor suite includes a rain gauge; anemometer; wind vane; air tempera-

ture and relative humidity sensor; fuel stick to measure fuel temperature; and an instrument to 
monitor the battery voltage of the data logger or data collection platform (DCP). Optional sen-
sors include a barometer; a fuel moisture sensor that may be combined with the fuel temperature 
stick; and a pyranometer to monitor global solar radiation. Dial-up stations require a modem 
and a cellular telephone. Most RAWS are either Vaisala/Handar or Forest Technology Systems 
(FTS) platforms; however, NPS uses Campbell Scientific Inc. systems as do some States.

The station must be synchronized with coordinated universal time. A GPS unit or a WWV 
synchronization clock is required for RAWS transmissions even though time records them-
selves are not part of the data stream. Currently as the older model DCPs (FTS 11 and Handar 
540 series) are replaced by new models (FTS 12 and Handar 555 series), the WWV clocks are 
being replaced by GPS units. The older FTS 11 model had neither GPS units nor WWV syn-
chronization clocks; owner/operators had to adjust the clocks in these DCP’s by synchronizing 
them with computer clocks when the station was queried.

Cost is not the only consideration when choosing RAWS equipment: sensors and frames 
must be able to function and survive in remote locations, often under extreme weather condi-
tions. Conformity to a common station standard provides ease of maintenance and calibration 
and lowers system costs in the long term.

Sampling Protocols

Standard Sampling Protocols

The measurements in standard reporting order are:

1. Rain gauge/precipitation (PPT) – tipping bucket, continuous cumulative 0.01 inch incre-
ments; some may be heated to melt snow. Mounted at 1 to 6 feet depending on tower 
model.

2. Wind speed (WS) – mph, 10 min mean prior to data transmission. Mounted at 20 feet.

3. Wind direction (WD) – degrees, 10 min mean prior to data transmission. Mounted at 20 
feet.

4. Air temperature (AT) – oF, instantaneous value at time of data transmission. Mounted at 
4 to 8 feet.

5. Fuel temperature (FT - optional) - oF instantaneous value at time of data transmission. 
Mounted at 10 to 12 inches above a prepared ground surface.
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6. Relative humidity (RH) – percent, 10 min mean prior to data transmission. Mounted at 
4 to 8 feet.

7. Battery voltage (BV) – volts, instantaneous value at time of data transmission. Inside the 
DCP box.

8. Barometric pressure (BP - optional) – inches of Hg, instantaneous value at time of data 
transmission. Mounted at 4 to 8 feet. This sensor is optional.

9. Direction of peak gust (item 10) during hour prior to transmission – degrees.

10. Peak wind speed (gust) – max mph during previous hour prior to data transmission.

11. Fuel moisture (FM - optional) – grams H2O in a 100 g pine dowel, instantaneous value
 at time of transmission. Mounted adjacent to the fuel stick. This sensor is optional.

12. Solar radiation (SR) – watts/m2, instantaneous value at time of data transmission.
 Mounted at 5 to 8 feet above the ground on south side of platform.

Although this sampling protocol is followed by most RAWS at the current time (spring 
2003), the newer Vaisala/Handar 555 and FTS 12s follow a slightly different protocol. (See 
DCP Transmission Protocols below for details.) We have been informed that some stations 
transmit hourly averages of weather data. However, neither the RSFWSU nor the Fire and 
Aviation Management Applications Helpdesk (F&AM Helpdesk) could provide further in-
formation.

NFDRS 2000 Sampling Protocol

The new NFDRS update, NWCG NFDRS Weather Station Standards, PMS 426-3, 2000, 
proposes the following standard order for meteorological data transmission:

1. rainfall

2. 10-minute-average wind speed

3. 10-minute-average wind direction

4. air temperature (instantaneous)

5. 10-minute-average relative humidity

6. battery voltage

7. solar radiation (instantaneous)

Important parameters beyond the above basic seven are to be output in the following order:

8. barometric pressure

9. direction of peak wind gust

10. speed of peak gust

11. fuel temperature

12. fuel moisture

Solar radiation (SR) data will soon be used to calculate SOW and fuel moisture—two 
important inputs to the NFDRS model. Parameters such as max/min humidity, max/min air 
temperature, and fuel moisture are extracted from the 24, hourly transmissions prior to the 
13:00 observation.

The NRDRS 2000 standards require and re-emphasize that the RAWS wind speed and 
direction sensors are to be mounted at a height of 20 feet. Due to NRDRS 2000 standards and 
also to new OSHA requirements, the height of wind sensor placement for some FS RAWS has 
been lowered. In the Studies and Surveys section, we discuss the effect of these height changes 
on RAWS data.



12 USDA Forest Service RMRS-GTR-119. 2003. USDA Forest Service RMRS-GTR-119. 2003. 13

Recent Updates to NFDRS 2000 Standards

Three updates were recently made (March 2003) to the NFDRS 2000 Standards (NWCG 
publication PMS 426-3). The Station siting criteria regarding proximity to reflective surfaces 
was reworded for clarification. Also reworded was the wind direction sampling criteria: from a 
10-minute average from 600 samples to 10-minute vector average from 600 samples. Another 
update, perhaps the most significant of the three, involved a change in the solar radiation 
sampling procedure: from an instantaneous, single measurement prior to transmission to a 
calculated 60-minute average using 60 once/min. samples prior to transmission. The instanta-
neous solar radiation data were randomly erroneous due to spurious reflections impacting the 
sensor. If a reflective cloud happened to be passing at the time of SR measurement, it can lead 
to unrealistically high radiation readings. (An analysis of this effect is presented in the Studies 
and Surveys section). This change will require reprogramming the data collection platform 
and will be implemented during 2003 as station owners and operators conduct annual site 
maintenance (K. Shelley, personal communication 2003; NWCG – NFDRS Weather Station 
Standards, 2003)

Findings on Solar Radiation Data

Questions have been raised as to whether the current SR sampling protocol (instantaneous 
or hour average) and sensor placement (4 to 8 feet) will provide inaccurate data (the authors, 
G. McCurdy of WRCC, and T. Brown of CEFA, personal communications, 2002). We find 
that sensor placement is not optimal for SR measurements, at least on Handar tripod frames 
because the sensor is currently mounted on the top cross beam adjacent to the white or light 
gray rain gauge. Reflections from the rain gauge may also affect SR readings. Hence, it may 
be preferable to raise the solar sensor to the same height as the top rim of the rain gauge or, 
alternatively, place it at the top of the mast. (The advisability of the latter placement would 
depend on mast strength.)

Positions and Responsibilities (RAWS, WIMS, and NFDRS)
RAWS, WIMS, and NFDRS responsibilities are defined and assigned to personnel in fire 

operating plans. (See appendix J. See also the Fire Danger Operating Plan—Arizona Strip 
field office, July, 1999, NFDRS Operating Plan Shasta, USFS Trinity Ranger Unit, April 1999; 
these latter can also be found in the 2002 intermediate-level NFDRS course reference materi-
als.)

NFDRS 2000 Standards

The positions, responsibilities, and duties that appear in the NFDRS 2000 Standards 
(NWCG 2000) handbook are summarized as follows:

1. Station owner/program manager: is responsible for site selection and deployment of new 
stations, maintenance of new and old stations, QA/QC of data, WIMS duties, and re-
sponse to ASCADS watchdog alerts. (See appendix K.)

2. Local dispatch centers: have a variety of responsibilities that may vary from center to 
center. For example, at the Fort Collins CO/Northern Front Range/Arapahoe-Roosevelt 
NF Dispatch Center, these duties include determining daily fire fighting resource avail-
ability; generating incident reports as required; entering required RAWS data into 
WIMS; posting NFDRS indices and components, and so forth (see appendix L). The 
Fort Collins Center has been given the responsibility of operating, managing, and main-
taining seven RAWS in their immediate area (appendix J).

3. Field support and first responder: Annual maintenance, emergency repairs within 3 days 
of a breakdown occurrence, maintenance of ASCADS documentation, and so forth. Note 
that there is some overlap with station owner/manager and dispatch center duties. (The 
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USFS RAWS Web site is an extremely good source of RAWS information; see appendix 
A for Internet address. Links to procedures, FAQ’s, example forms, and tech notes can 
be found on the USFS RAWS Web site; see Field Guide, RAWS 101, and Tech Notes 
items on the Web site.)

4. Agency regional coordinator: has agency RAWS oversight within a regional area (see 
appendix M for detailed regional coordinator responsibilities).

5. Agency coordinator: For the USFS, currently an individual and an assistant whose duties 
include oversight and coordination, such as responding to phone and e-mail queries; en-
suring NWCG standards are adhered to; serving on various RAWS-associated working 
groups and teams (fire danger, fire weather, satellite transmission, and so forth); assign-
ing and coordinating station transmission channels and transmission times; and organiz-
ing and training personnel in the deployment and operation of a RAWS. The Agency 
Coordinator manages the RAWS Web site, which received 6,680 unique hits in 2002, al-
most half of these in May and June alone. Operationally the FS RAWS Coordinator also 
functions as a USFS RAWS Helpdesk. (Note that the USFS RAWS help desk is separate 
and distinct from the F&AM help desk.) During FY02, the USFS RAWS Coordinator:

•  Responded to roughly 2,000 e-mail queries.

•  Responded to 2,000 telephone queries.

•  Performed work-related travel: 77 days for fire-related working groups and teams, and 
professional groups.

•  Conducted RAWS training/teaching for field operators.

6. Depot technician: is responsible for testing, maintenance, and calibration of sensors at 
the RSFWSU.

7. Depot manager: performs administrative oversight of RSFWSU operations, RAWS sta-
tion contracts, and RSFWSU personnel.

Findings

RAWS or WIMS-related administration and operational responsibilities are seldom explic-
itly stated in an individual’s position description. The informal and vague language in these 
position descriptions contains phrases such as weather-related duties or additional duties or 
collateral duties. Often personnel directly involved in RAWS-related operations interpret 
lack of specific duties in these position descriptions as an indication of lack of interest in the 
RAWS program by upper management. Thus, parts of the network are managed and function 
well while others that are not as well-managed function poorly. The result is a lack of or ques-
tionable quality in critically needed fire weather data (personal observations; D. Clements, F. 
Hesselbarth, T. Mathewson, and M. Nelson, personal communication 2002).

Local Quality Control and Assurance (QA/QC)
The local owner/operator or a dispatch center person is typically responsible for initial QA/

QC of RAWS data (see above). Depending on the type of service contract, the local opera-
tor might also perform the annual sensor exchange and emergency repairs. Responsibilities 
include care and maintenance of the ASCADS and WIMS metadata files, and WIMS daily 
editing for NFDRS runs (e.g., the 13:00 hour data record is flagged from an R to an O). The 
local operator reviews recent data, especially the 13:00 LST observation, to verify reasonable-
ness. Using WIMS/WEB, local personnel are also required to manually add the SOW and the 
lightning activity level (LAL) values to the 13:00 record. Note: the 13:00 RAWS observation 
should be the transmitted RAWS data recorded closest in time to 13:00.

The SOW is manually entered as a code number describing the weather at the time of 
observation. The index or code ranges from 0 (clear) to 9 (thunderstorms in progress). This 



14 USDA Forest Service RMRS-GTR-119. 2003. USDA Forest Service RMRS-GTR-119. 2003. 15

is a critical input to the NFDRS model because many of the model products are based on 
the current observed SOW. For example, steady rain or snow will zero out NFDRS indices 
and components. Currently (spring 2003) the SOW input is based upon a number of sources: 
Web-cameras, local RH and precipitation (if any), or direct field observations. In the future 
SOW will be calculated from SR, RH, and precipitation and entered in WIMS automati-
cally.

The LAL is a measurement of cloud-to-ground lightning activity observed within a 30-mile 
radius of the RAWS observation point. The NFDRS requires two inputs for LAL: the first 
covers the period from when the previous day’s 13:00 observation was taken until midnight, 
and the second covers the period from midnight until the current day’s 13:00 observation 
time. The scale ranges from 1 (no thunderstorms or cumulus clouds) to 6 (dry lightning oc-
currence). A 5 indicates frequent and intense lightning, thunderstorms, and moderate to heavy 
rain. These data are obtained from the BLM/NIFC Wildland Fire Management Information 
System (WFMI) in the form of maps generated for a given area. Based on this mapped data, 
an estimate of the LAL is manually recorded.

During the NFDRS course held in Lakewood, CO, in April 2003, students were advised 
NOT to enter LAL or human-caused risk into WIMS. No documentation was provided and 
none has been found by the authors of this report (M. Nelson, personal communication, May 
2003. S. Peterson, course instructor, April 2003).

Operating Period
The optimal RAWS operating period for NFDRS requirements is year-round. The minimum 

is for the fire season with a 30-day initialization and equilibration period before the season be-
gins – except for portable fire RAWS, which are usually deployed on a per incident basis. The 
local or regional Fire Management Officer or the GACC meteorologist decides upon the start 
and end of the fire season, which can vary from year to year. Some areas have a split season (for 
example, spring and autumn). Those using data from a station not owned by the user typically 
inform the station owner of their intended use of the data.

Maintenance and Calibration
At least once per year the RAWS sensors must be replaced by newly calibrated, refurbished, 

or repaired units. The replaced sensors are then processed at the RSFWSU (see below). The 
RSFWSU performs all meteorological sensor calibrations and necessary repairs either at the 
Boise Depot or, occasionally, in situ. The RSFWSU provides two, soon to be three, service 
contract options: full ride, depot, and NFDRS 2000 certification.

Service Contracts

Under the full ride contract, personnel from the RSFWSU visit each site once a year to 
perform the required maintenance, relieving local owners/operators of the duty (apart from 
emergency repairs). Under the depot contract, the local operator receives replacement sensors 
from RSFWSU, visits the RAWS, replaces sensors with replacement units, and performs any other 
station repairs. The local operator returns the replaced sensors to the RSFWSU for recalibration.

In the near future, the NIFC depot will begin to provide a third contract option: NFDRS 
2000 certification. This certification will support those stations that are NFDRS 2000 com-
patible (NWCG 2000). RAWS designated as NFDRS 2000 data providers must be formally 
certified by RSFWSU technicians with the new NFDRS 2000 certification service option. 
Under the NFDRS 2000 certification contract, depot technicians will make site visits once 
per year and perform documented calibration/certification for the site. When the NFDRS 
2000 certification is implemented, the RSFWSU will also continue to support the full-ride and 
depot service contracts. A full-ride service contract costs $2,500 per year (soon to increase 
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to $2,625 per year); the depot contract is $650 per year (soon to increase to $675 per year); 
and the new NFDRS certification will cost $1,875 per year.

Staffing Needs

Given that almost 1,900 RAWS are deployed across the United States, completing the cali-
bration and repair work is an enormous task. During FY 2001, the RSFWSU processed 221 
nonmeteorological sensors/instruments and 7,880 meteorological sensors, 8,101 total, an aver-
age of about 22 per day. (P. Sielaff RSFWSU, personal communication 2002). The average for 
the past 10 years is 35 pieces/day, with a maximum of 11,000+ pieces of equipment processed 
in 1 year (P. Sielaff RSFWSU, personal communication 2002). The nonmeteorological instru-
ments included modems, WWV clocks, display units, GPS units, and battery packs. The busiest 
months of the year are October through March, the nonfire season, when field operators are re-
turning equipment to the depot. RSFWSU staffed 20 people for sensor and equipment mainte-
nance as of July 2002. Eight were employed in-house at the depot itself. Twelve worked in field 
deployments servicing stations under the full ride contract. In addition to regular duties, depot 
staff also conducted research and development on sensors and weather station systems.

Findings

At present, it takes roughly 5 days for local and NIFC staff to respond to equipment fail-
ures. If more than 3 days of data are lost, NFDRS model applications must be reinitialized 
and stabilized. Hence, NFDRS modelers recommend that failure be repaired within 3 days. 
Realistically, due to personnel shortages and other assigned duties, response time will con-
tinue to be greater than 3 days.

Administrative Organization
Various land management agencies have different funding arrangements for their RAWS. 

The BLM has a centralized approach. Its Washington headquarters provides all funding from 
start-up to continuing operations; all stations are on the full ride contract. The NPS provides 
centralized financial support, but individual Parks must conduct yearly maintenance. The BIA 
has contracted directly with the BLM RSFWSU to provide for full ride maintenance for nearly 
all its stations. Although each of the FWS regions has its own agreement with the BLM, the 
arrangements are similar to those of the NPS. Individual States (usually State forest services) 
must work with the BLM via the USFS for start-up and ongoing operations. Some States deal 
directly with private sector vendors.

Management of the FS RAWS network flows from the Fire and Aviation Management 
(F&AM) Washington DC Office to the Fire (Applied) Operations/Boise, ID, to the Office 
of the FS RAWS Coordinator (currently located in Orifino, ID) and finally to Regional 
Coordinators. For example, in FS Region 2 (Rocky Mountain) the network is owned and 
maintained primarily at the Regional Office level, whereas in Region 3 (Southwest) owner-
ship, management, and maintenance are divided between individual Forests and the Region 
(D. Clement, Region 1, and R. Shindelar, Region 3, personal communication2001). The 
management approach taken in FS Region 3 changed dramatically with the establishment of 
the Southwest GACC Predictive Services Center in 2001. Since the addition of GACC meteo-
rologists, quality assurance and control and station maintenance have improved significantly 
(personal observation; K. Shelley, personal communication 2002).

In many cases, the Regional Coordinator will delegate further to the Forest or Dispatch 
Center level. For example, as indicated previously, in the FS Region 2, personnel in the 
Arapahoe/Roosevelt NF manage the RAWS in the Arapahoe/Roosevelt National Forest. 
When NF staff is not delegated to maintain stations, the Regional Coordinator has to do it. FS 
F&AM supports a user’s help desk for WIMS/KCFast users in Boise, ID. This office is staffed 
during normal working hours.
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FS Funding

Funding for Station Purchase, Repair, and Upgrades

Within the FS, each Forest or Region must provide justification and initial local funding to 
purchase a station with its own operating budget. Once a site is purchased and implemented, 
funds for yearly maintenance are then drawn from a separate RAWS fund established at the 
F&AM Washington Office—not from the budgets of individual Forests or Regions. The lo-
cal and regional area fund support is based upon Annual Operating Plans submitted by FS 
Regions to the FS RAWS Coordinator. An example from Region 9 – Eastern is given in ap-
pendix N; note that the plan only includes maintenance costs for depot or full ride contracts. 
Contractual arrangements with the RSFWSU are made directly by the FS F&AM WO. Any 
additional costs associated with RAWS operations—salary, travel, vehicle use, WIMS-related 
duties, and so forth—are borne by the individual Forest or Region. All FS RAWS, except for 
10 in the Umatilla and Malheur National Forests in the Pacific Northwest Region, are main-
tained through a depot contract.

A typical new RAWS costs about $12,500 to purchase. The Forest Service alone has ap-
proximately $10 million invested in RAWS stations based on the RAWS count. This estimate 
includes portable RAWS.

We estimate RAWS operating costs to be approximately $1,350 per station per year, which 
includes the depot contract cost, travel, salary, vehicle use, and so forth. (L. Holsapple, R. 
Powell, D. Clement, personal communication 2002). Using the depot contract as $650 per 
year, and the $1,350, we estimate that the yearly costs to operate FS network at approximately 
$1,068,450 to $1,121,100. (The authors base these estimates on interviews with RAWS person-
nel and access to RAWS databases.)

Once a RAWS station is purchased and part of a RFSFWSU program, there are no addi-
tional acquisition costs. There is no formal provision for station life-cycle funding; currently, 
this is part of the overall RAWS upgrade program (D. Clement, K. Shelley, personal com-
munication 2002). For example, if a sensor or data-logger fails at some point, it is replaced by 
a functioning unit, and repairs are paid out of the depot or full ride service contract. Also, as 
new equipment becomes available, requests to upgrade are made through the annual regional 
maintenance/operating plan. Sometimes these requests are granted and sometimes not. If the 
request is approved, the old equipment is returned to the RSFWSU and the new equipment 
installed at the given station. The latter is paid for out of the maintenance contract. However, if 
a Region wants to upgrade a DCP, the Region must fund the new DCP. Sometimes old equip-
ment is cannibalized. Sometimes the RSFWSU uses old equipment as full replacements for 
stations using older hardware. Except for testing a few sonic anemometers, there has been little 
change in meteorological sensor models over the years. The wind speed and direction instru-
ments used on the portable fire RAWS, however, are single combination speed and direction units.

Funding for WIMS

WIMS is funded by the FS from the top. Traditionally, the FS Washington Office of 
Watershed and Air pays for maintaining and running NIFMID. (Note that F&AM pays for 
RAWS maintenance under the depot contract.) The WIMS reengineering effort is a multiyear 
project that includes development of WIMS/WEB and the upgrade. For FY 2002, $227,000 
was originally budgeted for NIFMID operations, but the actual amount grew to $461,000. 
Discussions are still under way as to where the difference is to come from. In FY2001 
$250,000 was budgeted; in FY2002 the figure grew to $350,000 for WIMS hardware and soft-
ware re-engineering. (These figures were provided by Michael Barrowcliff and Jeff Barnes, 
National Systems Team, WO F&AM, 2002.) These funds have been provided by F&AM. Due 
to budget reductions in 2002, software upgrades were on hold. However, some hardware up-
grades were continuing as of spring 2002. (See also WIMS Upgrades in the RAWS Projects 
Under Development section.)
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Current Station Classification and Numbers of RAWS
As of summer 2002 the number of RAWS stations had grown to almost 1900. They are 

located throughout the conterminous United States, Alaska, and Hawaii, most are concen-
trated in the Western States (see fig. 1). In the late 1970s when RAWS were first deployed, 
the BLM and FS informally adopted weather station classification standards (Finklin and 
Fischer 1990); they were formally implemented in the late 1980s (B. Adams, personal 
communication 2002). These weather station classification standards continue to be used 
by ASCADS, the BLM’s initial data handling system. The FS later adopted a number code 
system for different station classes, which is now to be replaced again by a new NFDRS 2000 
classification (NWCG 2000).

Other State and Federal land management agencies use both classification systems because 
both ASCADS and WIMS are used to process and manage RAWS data. In addition to the FS, 
BLM, NPS, and BIA, the ASCADS database also hosts RAWS from agencies such as DOD, 
DOE, FWS, CDF, various State Departments of Natural Resources, and State and private 
forests.

ASCADS Classification Scheme

ASCADS uses five classes for stations (a description of Classes I through IV can also be 
found in Finklin and Fischer 1990):

•  Class I: Permanent RAWS that operate year-round and receive the highest maintenance 
priority. Instrument suite includes tipping bucket rain gauge, anemometer, wind vane, 
air temperature/relative humidity sensor, fuel temperature sensor, barometer, and fuel 
moisture sensor. Depending on management needs, additional sensors can be added (for 
example, soil temperature and moisture probes, stream water gauge level, or air pollu-
tion monitoring instruments).

•  Class II: Semipermanent RAWS that operate only during the fire season. Depending on 
immediate fire conditions these have either primary or secondary maintenance priority. 
The sensor suite is the same as for Class I stations.

•  Class III: Portable RAWS used for controlled burn studies, prescribed burns, or special 
projects as needed. They are only deployed on a temporary basis. After use, they are 
returned to program owners. The BLM Class III units are cached at RSFWSU or rede-
ployed to another site or project. All Class III units have secondary maintenance priority. 
The sensor complement is the same as for Class I.

•  Class IV: These weather stations are essentially the same as Class III units but use radio 
communications to transmit data via either a voice synthesizer or RS232 port. They are 
used for the same purposes as Class III and can carry the same sensor suite.

•  Class IX: This classification is reserved for stations deployed on military installations 
and at DOE facilities. It is hardly used because the stations in this classification are so 
few in number. The 15 Class IX USFS stations are all portables, perhaps deployed to 
Department of Defense (DOD) and Department of Energy (DOE) sites on loan for spe-
cial projects or circumstances.

Table 2 tabulates the total number of stations counted under the ASCADS classification 
system.

Current Forest Service Classification Scheme

Table 3 gives the FS-coded count by agency and class as of May 2002. We extracted the 
information from raw data provided by the F&AM Applications Helpdesk.

The following agency and station types were coded according to the current FS classifica-
tion system:
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Table 2: Number of RAWS stations per ASCADS count,1 April, 2002.

  II   IV
 I Semi- III Radio IX
Agency/Class Permanent Permanent Portable Communications Portable Total

USFS  73 611 52 85 15 836
BLM  64 246 34 41  385
NPS  12 109 6 5  132
BIA  3 44 34 5  86
States2  3 181 4 20  208
Other3  2 138 4 7 40 191

Total 157 1329 134 163 55 1838

1 Raw data was obtained from ASCADS; see report for Current Station Classification Systems.
2 States: CDF+DNR+S&PF.
3 Other: other federal agencies such as DOD, DOE, FWS, and others

Table 3: Number of RAWS stations per FS count,1 April, 2002.

Agency MnF2 MF3 SnF4 SF5 Total Historic

USFS (1) 20 201 65 496 782 265
BLM (2) 3 25 43 270 341 102
NPS (3) 2 85 8 85 180 56
BIA (4) 0 17 2 27 46 1
States (5) 8 231 8 101 348 148
Other6 (6+7+8) 29 74 16 60 179 39

Total 62 633 142 1039 1876 611

1 Raw data obtained from F&AM Helpdesk.
2 MnF: manual,non-NFDRS
3 MF: manual, NFDRS
4 SnF: satellite, non-NFDRS
5 SF: satellite, NFDRS
6 Other: other fed and city, county, and district

Agency Number Agency
 1 USDA FS
 2 USDI BLM
 3 USDI NPS
 4 USDI BIA
 5 State
 6 City, county, district
 7 Private or commercial
 8 Other Federal
 9 Unknown
For the purpose of tabulating the data in table 3, we combined agency codes 6, 7, and 8 

(above) and included them in the Other category.
Station types or classes are coded as follows:
Code number Type/class
 1 Manual, non-NFDRS (manual person must visit site)
 2 Manual, NFDRS (note that NFDS here indicates the old NDRS 

   standard and not the new NFDRS 2000 standard)
 3 RAWS, satellite, non-NFDRS
 4 RAWS, satellite, NFDRS
 5 RAWS, nonsatellite, non-NFDRS (nonsatellite: dial-up, and so forth)
 6 RAWS, nonsatellite, NFDRS
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 7 Historic, nonactive
 8 Dummy (temporary or test bed stations)
 9 Unknown

For the count in table 3, we combined non-NFDRS station types 1 and 5 (above). We also 
combined NFDRS station Types 2 and 6 (above).

We excluded from the count in table 3 the 34 stations that were grouped into the Type 
8 category above; these came from a cross-section of agencies, including Other. Although 
information for Type 9 stations was obtainable, we did not include these stations in table 3. 
This lowered the historical nonactive count by more than 1,100. Apparently, these Type 9 sta-
tions had been deployed for one to four fire seasons from the late 1960s through the 1990s. 
No agency currently claims ownership of such Type 9 stations. Hence, the Historic column 
in table 3 refers to stations that are no longer active but claimed by individual agencies. Their 
archived data are also still available through KCFast.

The total number of stations in table 2 for the ASCADS count is slightly less than the 
count provided by WIMS/F&AM Helpdesk in table 3—1,876 versus 1,838 (tables 2 and 3 
respectively). Comparing the number of stations listed in the two databases by type or class 
proved somewhat difficult due to the different classification schemes and agency information. 
However, the results are presented in table 4; the highlighted pairs indicate similar counts for 
similar classes from the two databases. From table 4 it is evident that an exact determination 
of RAWS stations is not precisely known.

New NFDRS 2000 Classification Scheme

New station classes and minimum standards for NFDRS 2000 are as follows:
•  NFDRS – Year-round Stations:

} Operate 12 months to support wildland fire season

} Are equipped with minimum NFDRS sensor suite (see above)

} Meet minimum QA requirements

} Deliver hourly readings to WIMS via GOES (24/7) and ASCADS

} Provide the only data for NFDRS calculations processed regularly in WIMS

} Use a heated or weighing rain gauge as necessary

•  NFDRS – Seasonal Stations:

} Operate to support fire season (but can operate 12 months)

} Are equipped with minimum NFDRS sensor suite (see above)

} Meet minimum QA requirements

Table 4: Comparison of RAWS station counts from F&AM Helpdesk (WIMS) 
and ASCADS, April, 2002. 

 ASCADS WIMS ASCADS WIMS
Agency 1+2 SF+MF 3+4 MnF+SnF

USFS  684 697 137 85
BLM  310 295 75 46
NPS  121 170 11 10
BIA  47 44 39 2
States  184 332 24 16
Other  140 134 11 45

Totals:    
ASCADS 1838   
F&AM 1876   
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} Deliver hourly readings to WIMS via GOES (24/7) and ASCADS

} Provide data for NFDRS calculations that are processed regularly in WIMS (during 
fire season operational period)

•  Other:

} Includes all other stations that provide accurate weather data but do not meet NFDRS 
standards, hence are not used for NFDRS calculations.

•  Manual Stations:

} Manual stations (telephone telemetry via the HUB or queried directly by local opera-
tors) are still used and provide basic 13:00 hour NFDRS inputs to WIMS during op-
erational seasons: transmits one observation per day. Many of these are being upgraded.

Findings on Conformance with NFDRS 2000 Standards

Although the NFDRS 2000 standards above are being implemented across the network, we 
found that a station’s current classification as an NFDRS station is based on the old standard 
and may not fully conform to the NFDRS 2000 standards. We also found that there is no official 
authority or entity to track or enforce compliance with the NFDRS 2000 standards, nor is there a 
deadline for the transition from NFDRS station to NFDRS 2000 station to be completed.

Use of RAWS Data in Fire-Related Applications

Brown and others (2001) identified four primary uses for RAWS data: NFDRS, fire behav-
ior, fire use, and other. The first three categories are the primary justification for the RAWS 
network. Other refers to RAWS data use by agencies, businesses, universities, and miscel-
laneous groups for assessments other than fire. For example, the RAWS data set is one of many 
that are used for initialization and verification of mesoscale weather models used to generate higher 
resolution fire weather predictions (FCAMMS). (See Additional Uses of RAWS Data below.)

NFDRS Use
NFDRS use includes calculation of daily fire danger indices components and ratings: 

RAWS weather data provide the primary daily input used to parameterize the NFDRS model 
to generate daily fire danger ratings, indices, and components. Other NFDRS inputs include 
fuel model and types, slope and aspect, latitude, and average annual precipitation. NFDRS 
also includes intermediate products such as live and dead fuel moistures and lightning and hu-
man-caused occurrence indices (LOI and HCOI respectively, see Glossary). These two indices 
are considered indicators of ignition possibility and are independent of fire danger indices and 
components. appendix B provides an overview of the NFDRS model.

Fire Behavior

Fire behavior includes assessing real events and/or modeling fire spread and intensities for 
planning purposes (for example, for an initial attack or additional fire fighter deployments). 
BehavePlus and FARSITE (Fire Area Simulator) are the current fire behavior and fire spread 
models used by the FS. BehavePlus is used to predict incident wildland or prescribed fire 
behavior for fire management purposes. It uses site-specific input data, including weather, to 
predict fire behavior for a point in time and space. FARSITE is a model used to simulate the 
spread and behavior of fire in space and time for heterogeneous terrain, fuels, and weather. It 
is run on a PC but requires the support of ArcView, a Geographic Information System (GIS) 
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application. FireFamily Plus (FF+) is a PC-based application that integrates historical fire 
occurrence with climatological and current RAWS data for calculating fire danger indices 
and components, fire business troubleshooting, analysis, gaming, or training. It can uniquely 
provide historical, seasonal, and current perspectives of fire danger that are either site-specific 
or weather-zone specific.

Fire Use

Fire use refers to management practices such as prescribed burning. Short- and long-term 
fire business planning (for example, managing preparedness levels) entails additional fire use 
applications supported with RAWS data products. For short-term planning, RAWS data is 
used for: determining staffing levels; duty hours; fire behavior modeling; fire danger rating 
(daily and short-term forecasts); tactical planning during a fire; prescribed burn go/no-go 
decisions; prepositioning of fire fighting/containment resources; and weather information to 
incident commanders and fire crews. There are also many management decisions based on 
RAWS data and NFDRS output: dispatch contingency plans for wildfires at different fire dan-
ger levels, fire danger preparedness levels, forest closure criteria, seasonal trend analyses, and 
as input for the National Fire Management Analysis System (NFMAS).

For longer-term planning, RAWS data provide for: severity funding requests; budget prepa-
ration; fire resource needs; planning for fire prevention and presuppression; restoration of for-
est and range lands; understanding seasonal droughts; modeling; seasonal fire danger analysis; 
and long-term climate analysis.

Data Retrieval

RAWS data can be accessed through WRCC and through WIMS/KCFast. RAWS data are 
also available via the NWS, ASCADS, WFMI, WFAST, and through the map-intensive Web 
site operated by the USGS Geospatial Multi-Agency Coordination Group (GeoMAC). Some 
RAWS data gateways archive data and others only store it for short periods. For example, 
ASCADS archives data for only 30 days. GeoMAC and the NWS provide the most recent 48 
hours of data for easy retrieval.

Except for ASCADS, the above data gateways are accessible online; ASCADS access is 
via a terminal emulator. Appendix A provides Web addresses along with brief descriptions of 
each gateway. Additional details can also be found in appendix O.

 Automatic Sorting, Conversion, and Distribution System 
(ASCADS)

ASCADS is the single entry point for all satellite-transmitted RAWS data. After ASCADS 
ingests RAWS data from the DomSat Receive System (DRS), it sorts and re-formats it into a 
relational database. ASCADS then distributes the processed data to the BLM/NIFC/WFMI; 
the NIFMID/KCFast; the NIFMID/WIMS; the NWS in Boise, ID; and the WRCC. In addi-
tion to hourly weather observations, ASCADS provides extensive metadata information for 
every station, including platform descriptions; location descriptions; site visit descriptions; 
maintenance history; and sensor complement and type. ASCADS stores the metadata per-
manently in addition to the weather data for 30 days. It also allows for text notation of station 
changes.

Access

ASCADS is menu-driven and gives dial-in users the ability to view and print reports of the 
most current RAWS site information, including site-specific watchdog alerts, recent weather 
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data, and station metadata. Access to ASCADS is via a terminal emulator package such as 
Powerterm, Webterm, or Netterm; the password and username required for access can be 
obtained from the agency-specific RAWS coordinator. To facilitate display, associated data 
have been grouped into several screens. In appendix F, we provide a diagram of the data flow 
and menu choices (user interface) adapted from the ASCADS Field Users Guide Version 2.1 
(2002).

Watchdog Function

The ASCADS watchdog is an important function within the database. It advises the owner/
operator of invalid data (for example, data values that are out of range, missing, or not chang-
ing) and flags transmission errors or failures. The owner/operator must log onto ASCADS to 
obtain the most current advisories and data flags, which are limited to the last 2 days. The 
actual numbers defining the watchdog criteria vary from station to station; from region to re-
gion; and seasonally for any given station. For some sensors and data elements, such as wind 
speed and air temperature, the upper and lower limits are entered in ASCADS as part of the 
station’s meta data. For others, such as rain gauge and solar radiation, there are no entries. 
There appears to be no watchdog master list short of examining the meta-data for all stations 
one at a time. In appendix P, we provide a list of alerts, data flags, and criteria for the basic 
RAWS 12 data set (personal communication, K. McGillivary). This list was provided by the 
BLM/NIFC/Applications Software Group, which is the group that maintains and programs 
ASCADS (P. Sielaff, RSFWSU/BLM/NIFC, personal communication, 2002).

Upgrades

Beginning in April 2003, ASCADS will be undergoing its first upgrade. The initial five 
upgrades are described in RAWS Projects Under Development section. There have also been 
extensive discussions leading to the draft of new ASCADS Business Rules for the two main 
user groups: weather data users and support/maintenance personnel. These rules, ASCADS 
Business Rules (Straub 2002), primarily concern formalizing procedures for maintaining 
RAWS metadata files and notifying users of any changes to these files.

Findings

ASCADS Helpdesk. The RSFWSU and the BLM/NIFC/National Systems Development 
group, in effect, act as the ASCADS Helpdesk but only during normal working hours. For ex-
ample, no one was available to provide assistance during the weekend of June 8-9, 2002, when 
ASCADS crashed. It points to the need for a formal ASCADS help desk operational 24 hours 
per day, at least during fire season.

ASCADS Watchdog Criteria. We were unable to locate actual ASCADS watchdog cri-
teria (minimum/maximum thresholds, maximum time limit without a change, and so forth) 
short of examining each station from within ASCADS. Even then, some data elements had no 
criteria entered while others did. The ASCADS Programming/Development Team was able to 
provide a list of qualitative information, and these are given in appendix P. Are the quantita-
tive criteria hard coded for each station, taking into account different locations and changing 
seasons? Or are they entered by regional and/or local RAWS personnel as part of a station’s 
metadata? We have been unable to determine this.

Western Regional Climate Center (WRCC)
WRCC is one of six regional climate centers in the United States. It is administered by 

NOAA’s National Climate Data Center and NESDIS. The mission of WRCC is to archive 
and distribute climate data and information, facilitate, and improve use of such information 
for decisionmaking, conduct applied research related to climate, and improve coordination of 
climate-related activities from the local to the national level. The WRCC receives formatted 



22 USDA Forest Service RMRS-GTR-119. 2003. USDA Forest Service RMRS-GTR-119. 2003. 23

RAWS data from ASCADS, retabulates and reformats the data, and archives them. The center 
is a major long-term data archive for all RAWS in the United States, storing all 24 hourly ob-
servations per day, including the 13:00-hour observation used for NFDRS calculations.

Data Management

ASCADS sends meteorological data for all active RAWS to WRCC though a dedicated 
Internet line. The data, sent every 15 minutes, are automatically assimilated, reformatted, and 
saved in the WRCC database using their special in-house format. If the RAWS metadata has 
changed, WRCC receives a metadata file from ASCADS within 15 minutes of the update. 
This file is cross-referenced against the WRCC metafile of that station, and the WRCC file is 
updated. WRCC keeps the original NESDIS ID and NWS ID received from ASCADS for all 
RAWS, but it archives data based on its own WRCC ID system. The metadata file of each sta-
tion archived at WRCC also contains the information contained in the metadata file provided 
by ASCADS.

The WRCC database maintains a Station Metadata Summary for each RAWS that contains 
information about all NESDIS IDs used at different times in the history of a particular station. 
This information is cross-referenced with another table, which tracks the history of individual 
NESDIS IDs with respect to their different locations over time and the duration of their opera-
tion. The fact that stations and transmitters are mixed has lead to the wrong data being aligned 
with the wrong location. Finally, the WRCC conducts ongoing QA/QC of incoming RAWS 
weather data; these criteria are listed in Brown and others (2002).

Archival Function

The WRCC database is the only systemwide archive of long-term hourly data from RAWS. 
It contains complete data records for all active and inactive RAWS. In some instances, these 
records go back more than 20 years. Other data archives such as ASCADS, WIMS/KCFast, 
and the University of Utah maintain only partial records. WIMS/KCFast keeps hourly records 
for up to 18 months while also supporting the long-term archive of manually adjusted 13:00 
hour observations for each station. The University of Utah maintains an hourly RAWS data-
base for the past 5 years only.

A unique aspect of the WRCC RAWS data archive, as compared to other RAWS databases, 
is that the historical record is documented for each station and thoroughly examined and 
quality assured for consistency. This is important because the RAWS NESDIS ID used by 
ASCADS and other information systems to track individual stations actually identifies spe-
cific satellite equipment rather than station locations. The six-digit NWS ID identifies station 
location but may also change through time. Circumstance may require the station to receive 
a new NESDIS ID despite the fact that its physical location remains the same. This creates 
discontinuity and confusion in the data record associated with a particular NESDIS ID. The 
research group at WRCC has spent an enormous amount of effort to recover the history of 
each NESDIS ID and restore the actual data records of all individual RAWS to ensure that all 
meteorological data archived for a particular RAWS have actually been measured at the loca-
tion of that station. This type of work has not been conducted by other information systems 
except perhaps the one recently developed at the University of Utah.

Access

There are two ways to retrieve RAWS data from the WRCC: through special arrangements 
with WRCC or through the new WRCC Web site called the RAWS USA Climate Archive. 
This site allows the user to select a RAWS from either a list or a clickable map. Further options 
include: different graphing choices, tabulated data, and date ranges (see appendix A for the 
Web address). The site is similar to the BLM/NIFC WFMI site (see below). Development of 
this Web site began in 1999 and has been an ongoing project in collaboration with RSFWSU, 
which has provided limited funding as part of its long-term strategic plan. Some portions of 
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the site are still under construction. (See a diagram of data flow, search options, and criteria in 
appendix H.) The existence of this Web site is not widely known and information about it has 
been mainly through word of mouth.

Clearly, the best method for obtaining data from multiple sites and/or extended date ranges 
is to contact the WRCC directly and request data files. The Web site provides information such 
as telephone numbers and other products. (See appendix A for the Web site address.)

Findings

A number of questions have been raised concerning the WRCC and ASCADS:

1. Should personnel be assigned to WRCC to manage RAWS metadata function as human 
watchdogs? There are considerable gaps in the ASCADS metadata base, but the planned 
integration of ASCADS and WIMS metadata would make this a moot point. If they are 
not integrated, then we find that, given the size and complexity of the database and the 
long learning curve on understanding the metadata issues, such a position would have to 
be permanently based at the Climate Center.

2. Should the WRCC play a more significant role in how ASCADS will function and how it 
will look in the short- and long-term future? The WRCC has already passed on recom-
mendations addressing this subject to RSFWSU and the BLM/NIFC/National Systems 
Development Unit.

3. Should the WRCC take over some functions of ASCADS such as data ingestion and 
distribution? The WRCC seems disinclined to take on this role (G. McCurdy and K. 
Redmond, personal communication 2002). But the WRCC is willing to develop a wider 
range of fire weather-related products such as data analysis, QA/QC analyses, and spa-
tial and network analyses. Such work has been recommended in studies carried out by 
Marsha (2002a, b), Brown and Hall (1997), Brown and others (2001), Brown and Hall 
(2001), and Brown and others (2002).

4. Current WRCC QA/QC of RAWS data remains at WRCC. There is no mechanism to 
update other databases (i.e., WIMS, ASCADS, etc.) with WRCC corrected data.

National Interagency Fire Management Integrated Database 
(NIFMID: WIMS/KCFast)

The National Interagency Fire Management Integrated Database (NIFMID) is an ORACLE 
application that contains historic fire weather and fire occurrence information. It serves as a 
database warehouse for archiving fire business/management information, including RAWS 
weather observations. All modules contained within NIFMID are accessible via the F&AM 
Web site (see appendix A for the Web address). A diagrammatic description of NIFMID and 
its modules is provided in appendix C-1. Accessing the NIFMID/WIMS/(KCFast database 
allows member users to retrieve historical weather, fire occurrence, and station catalog data. 
(For more details, see appendix A in the Fire Family Plus Users Guide V2.0 (RMRS 2000). 
Other modules in NIFMID include report generators and forms (for example, the national fire 
situation report, incident situation reports, and aircraft use), and firefighter pocket cards (see 
example of pocket cards in appendix E).

WIMS

The Weather Information Management System (WIMS) is also included within NFMID. 
WIMS is a weather information database that has hosted the NFDRS model(s) since 1993 (see 
appendix B and Current Status, Operations, and Protocols for more details on NFDRS and 
its relation to WIMS). WIMS produces the daily and forecasted fire danger indices and com-
ponents using the NFDRS model(s). The main difference between WIMS and KCFast is that 
WIMS allows edits or new inputs to be made to these data or metadata sets; for more detail, 
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see the WIMS/WEB Application User Guide, June 2001; appendix A of the Fire Family Plus 
Users Guide V2.0 (RMRS 2000).

Up to September 2001 WIMS was accessed via a terminal emulator, in the same way that 
users access ASCADS today (see above). The WIMS system uses two servers – an IBM main-
frame and an IBM RISC6000/AIX; the IBM mainframe hosts the ORACLE database and 
the AIX machine hosts the Web/application server. Both WIMS and NIFMID are physically 
located at the USDA National Information Technology Center (NITC) in Kansas City, MO. 
Access is 24 hours a day, 7 days a week.

In June 2001, an Internet-based and interactive version of WIMS, the WIMS/WEB, was 
released (for the user interface with a hierarchy of menus and forms, see appendix C-2). The 
WIMS/WEB user interface and look are similar to that of WIMS. WIMS/WEB is a Web-
based interactive package that allows the user to enter and manipulate data; retrieve weather 
information, fire weather forecasts, and smoke management forecasts; display NFDRS indices 
and components; and enter and retrieve point and trend forecasts and other NWS products.

Access to both WIMS and KCFast is initially the same; one can use the same user ID and 
password for both. To obtain a WIMS/KCFast user name and password, Forest Service per-
sonnel must contact their Regional Computer Security office to apply and to arrange for pay-
ment. At the time of this report (spring 2003), the fee is about $1.00 per day. With the move of 
the WIMS/NIFMID database to a dedicated server (see below: WIMS Upgrades) there will 
be no user fee.

KCFast

The NIFMID Kansas City Fire Access Software (KCFast) database stores RAWS data in 
two formats: The 1972 format that contains all the recorded 13:00 hour observations for the 
entire period of record, and the 1998 format that retains all the hourly observations for 18 
months, including fire occurrence information (accessed via a different link within KCFast) 
and statistics by Region, Forest, and so forth. KCFast does not allow edits or new inputs to be 
made to these data or metadata sets. (See appendix Q for KCFast Data File Formats.)

Other Modules

Other modules that require weather information are Interagency Situation Report (SIT) (ap-
pendix R); the Incident Report Form 209 (appendix S); and Pocket Cards (appendix E). The 
SIT and Form 209 include general weather data during an incident, and pocket cards include 
graphs of NFDRS output as well as fire occurrence over time. The Aviation Management 
Information System (AMIS) and the Federal Excess Property Management System (FEPMIS) 
are also part of NIFMID, but neither requires weather data.

National Weather Service (NWS)
The National Weather Service provides a short-term RAWS data archive for the last 48 

hours. The Boise Fire Weather/National Fire Page provides links to RAWS observations, data 
summaries, model output statistics, RAWS location information, current conditions, WFAS, 
satellite imagery, and various fire indices. (See appendix A for the Web address for the Boise 
Fire Weather/National Fire Page.)

BLM/NIFC Wildland Fire Management Information (WFMI)
The WFMI is a Web-based fire weather database managed by the BLM in Boise, ID. It 

replaced the BLM’s Initial Attack Management System (IAMS) in the late 1990s. WFMI 
receives fire weather data from ASCADS hourly. The user can request access to weather data 
summaries in a tabular or graphical format. Summaries of the standard RAWS observations 
can be accessed for periods from the most recent to the last 90 days. Also available are click-
able maps for RAWS data access, station locations (latitude/longitude), and site descriptions. 
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The site descriptions consist of general information about the individual site: name, owner, 
point of contact, location, slope, aspect, vegetation, cover class, elevation, climate zone, ID 
numbers, sensor calibration or replacement dates, and so forth.

Also available at this site is information about local lightning activity (mapped strikes); fire 
reporting (restricted to BLM users); aviation (military training routes, FAA Airports, agency 
airbases; Very High Frequency Omnidirectional Radio Range (VOR) locations; and Dispatch 
Mission Planning and contacts for Aviation Wildland Firefighting resources; firefighter pocket 
cards (the same site linked from the F&AM Web application[s] page), and fire planning (for 
example, developing prevention and fuels management programs).

Wildland Fire Assessment System (WFAS)
WFAS is not an application to retrieve RAWS data but a Web-based interface to display 

NFDRS products. It generates and displays daily maps of selected fire weather parameters and 
fire danger indices and components. It also maps daily and forecast adjective fire danger rat-
ings. WFAS queries WIMS every afternoon to generate these maps from current weather ob-
servations and NFDRS products. Each afternoon IMET forecasters from the NWS view these 
products and issue trend forecasts for fire weather zones. WIMS processes these forecasts into 
next-day index and component predictions. (See appendix G for details.)

The WFAS Observed (and Forecast) Fire Potential Index (FPI) maps are relatively new 
products; they are experimental as of August 2002. These maps use satellite-derived green-
ness indices, an NFDRS fuel model map (both at 1 km resolution), and an interpolated 10-
hour time-lag fuel map as drivers to weight the relative influence of live and dead vegetation 
on fire potential. The 10-hour fuel moistures are calculated from weather station data and 
interpolated to 1 km resolutions. The FPI ranges from 0 (low) to 100 (high). The FPI appears 
to be strongly correlated with fire occurrence and can describe fire danger potential from a 
regional scale to a few square kilometers (Burgan and others 1998).

Geospatial Multi-Agency Coordination Group (GeoMAC)
The GeoMAC Web site was developed by USGS and implemented in 2001 in re-

sponse to the 2000 fire season. During the 2000 fire season, 122,827 fires burned an es-
timated 8,422,237 acres along with hundreds of structures and valuable natural resources 
(North Central Research Station 2001). Over 25,000 firefighters, 900 fire engines, 200 
helicopters, and all available air tankers were deployed. Long-term weather forecasts indicated 
that the hot, dry conditions throughout the Western United States would continue until fall 
weather brought enough rain to extinguish the large fires. Across the West, geographic fire 
coordination centers set priorities for deployment of firefighting resources based on human 
safety, protection of property, and natural resources. Determining these priorities required 
more information than provided by the existing standard printed maps and situation reports, 
fire managers decided that a visual representation of the active fires would give managers a bet-
ter idea of where to focus resources. So they requested an application that would provide real-
time geo-spatial information on the status, location, and proximity of wildfires to life, property, 
and infrastructure—hence, the GeoMAC.

GeoMAC is a map-intensive Web site. One of many options allows agency users and the 
public to access the last 24 hours of transmitted RAWS weather data via NWS links. If a 
particular station transmits only once per day, the 13:00 (LST) observation is provided. The 
RAWS sites can be displayed on a clickable map and are hyperlinked to the NWS database 
in Boise, ID. GeoMAC displays various information layers such as a situation report of ac-
tive fires; fire perimeters; RAWS weather data; major cities, roads, lakes, and streams; and so 
forth. For detecting active fires, it can display thermal satellite images. (Appendix T provides 
a flow chart of GeoMAC choices, maps, and active layers). 
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Findings

As in the case of the WRCC Web site, no official release information concerning GeoMAC 
use and standards was received by FS Dispatch Centers (at least not by Fort Collins Dispatch). 
There appears to be no mechanism for informing local Dispatch Centers about new ways (and sys-
tems under development) to access RAWS data.

RAWS Projects Under Development

A number of projects are currently under development. Primarily, they pertain to new 
ways of accessing and displaying RAWS data via a Web-based interface. Both BLM and FS 
plan to reengineer and upgrade their RAWS databases (ASCADS and WIMS respectively). 
The RSFWSU plans to deploy a Direct Readout Ground Station (DRGS) at the National 
Interagency Fire Center (NIFC) in Boise, ID, as a backup to the GOES-DOMSAT system 
(field test phase as of October 2003). Data sampling will be increased from once per hour to 
every 30 minutes and eventually to once every 15 minutes. A new portable fire RAWS is under 
development.

As covered previously, the Western Regional Climate Center (WRCC) is in the process 
of developing a new Web-based RAWS data monitoring application called WRCC RAWS 
USA. A similar site has been developed as a collaborative project between the RMACC, 
the Eastern Great Basin GACC, and the University of Utah. Also being established are 
mesoscale weather forecasting centers (FCAMMS). Such a center has been in operation in 
the Pacific Northwest for some years and new centers are being established in the Rocky 
Mountain Region, California and Eastern Great Basin, the North Central Great Plains, and 
in the Southeast.

NFDRS 2000 Standards

As we have already discussed, the NFDRS 2000 standards are intended to standardize 
RAWS procedures across agencies for the entire network. As part of the NFDRS 2000 update, 
ongoing hardware upgrades are continuing. Although the sensor suite will stay essentially the 
same, new methods are being developed to calculate fuel moisture and SOW. The new opera-
tions protocols are briefly described in Operations, Protocols, and Organization section above 
and in detail in appendix I.

The RSFWSU Strategic Plan in Support of NFDRS 2000 
Standards

In January 2002, a RSFWSU Strategic Plan was drafted by the BLM in cooperation with 
a number of other land management partners (FS, FWS, NPS, and BIA). Several issues were 
addressed and recommendations made relative to improvements in hardware and software 
technology and maintenance, in support of the NFDRS 2000 update. The Strategic Plan was 
further refined for the short term by the RSFWSU and the Systems Development Unit at the 
end of June 2002.

The proposed long-term upgrades call for an ASCADS with new hardware, software, and 
a mapping module, redundant data entry pathways (from DOMSAT as well as directly from 
GOES), shared databases with WIMS, and improved database capabilities (in other words, 
site photographs, metadata, and online accessibility). The secondary data transmission path 
would be via a Direct Readout Ground Station (DRGS; item 5 below). The DRGS would be 
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able to mimic the GOES Data Collection System at Wallops Island by monitoring the GOES 
directly from NIFC/Boise.

Long-Term Upgrades to ASCADS

A meeting of the RSFWSU and ASCADS Systems Development team in Boise, ID, was 
held on June 27, 2002, in Boise, ID (meeting notes and P. Sielaff, personal communication 2002). 
Five ‘must-have’ upgrades or patches were identified to be implemented as soon as possible:

1. Increase number of transmissions to four per hour (15-minute transmission capability) 
with 5-second transmission windows (we note that this implies a transmission baud rate 
greater than the current 100 baud).

2.  Increase the number of ASCADS data elements to 64 user-defined elements with the abil-
ity to display and distribute these additional elements for some stations. Standardization 
issues were not addressed.

3. Include a NFDRS (YES/NO) field in station metadata to advertise NFDRS 2000 compat-
ibility.

4. Reconfigure ASCADS with a Web-based interface.

5. Interface ASCADS with a DRGS.

These RSFWSU Strategic Plan upgrades have now been agreed upon to essentially define 
the initial upgraded ASCADS configuration. Release is scheduled for April 2003 followed by 
a field testing prior to fire season.

In addition to the above critical modifications, RSFWSU identified a number of other re-
quirements to be included in ASCADS in the future; among these were:

•  Increased Watchdog capabilities

} Alerts to be e-mailed to more than one user

} Notification to multiple users if an NFDRS station goes offline or a sensor fails

•  Mapping capability

} User-generated maps showing RAWS by State, Region, and so forth

} Increased report capabilities for users

•  Property management reports

•  Better functionality with user Annual Operating Plans

•  Monthly maintenance calendar (another option off the main menu)

•  Maintenance and/or improvement in ASCADS response speed with improvements in 
hardware and software

•  Redefinition of the Station Classification database field to document new NFDRS 2000 
standards

•  Daily e-mails to notify identified users if annual calibration has not been performed for 
NFDRS 2000 stations

•  Data shutdown option for NFDRS 2000 stations if annual calibration has not been completed

•  Shutdown authority to RSFWSU for any RAWS coming through ASCADS

•  Easier access into ASCADS in the Unit and/or Agency database fields (users with mul-
tiple jurisdiction currently have to trick the system)

•  Implementation of an upgraded user-friendly interface.

As of mid-April 2003 the ASCADS database was moved to a new and faster server; in 
addition users must now use the SecureNetTerm terminal emulator. USDA Forest Service 
users must also obtain a new ASCADS profile (username and password) prior to setting up 
SecureNetTerm and connecting to ASCADS. Only one of the priority patch items (see above) 
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is being implemented as of June 2003, and that is the DRGS, which has been installed but is 
still undergoing testing (B. Adams, personal communication June 2003).

Increase in Transmission Frequencies and Rates

Under the NFDRS 2000 standards, fire danger indices and components (BI, IC, ERC, and 
SC; see Glossary and appendix B for definitions) will be generated four times a day rather than 
only once. Some RAWS stations are being reprogrammed to transmit at 300 baud every 15 or 
30 minutes. With the introduction of faster data transmission rates and frequency, RAWS data 
could be used to drive fire behavior models (for example, BehavePlus 1.0). New equipment up-
grades are helping to make such applications possible, but the RSFWSU Strategic Plan notes 
that not all stations in the network would require this kind of sophistication.

RSFWSU had planned to test four transmissions per hour (that is, once every 15 minutes) at 
300 baud during the 2002 fire season in cooperation with fire behavior analysts. However, pre-
liminary work indicated that Wallops Island and WIMS could not handle the amount of data 
being sent. In addition, Wallops Island was experiencing problems in demodulating the 300 
baud rate signal. The result was that stations transmitting at 300 baud missed transmissions 
frequently, with no regular pattern. This problem persists as of early spring 2003. As a result, 
several RAWS already transmitting at 300 baud were reassigned to 100 baud rate channels at 
the beginning of the 2002 fire season (K.Shelley, C. Maxwell, personal communication 2002). 
As of mid-May 2003 NOAA/NESDIS engineers believe they have resolved these problems 
with the 300 baud transmission rate. Limited testing has been conducted by the RSFWSU 
subsequent to the repairs at Wallops Island and vast improvement has been noted (B. Adams, 
personal communication June 2003; see also the FS RAWS Web site link to RAWS News). The 
authors have also observed a significant decrease in the number of missed transmissions from 
the Fernberg, MN super-RAWS station (on 300 baud since winter 2001-2002).

IWOS Development

Development of the Incident Weather Observing System (IWOS) is under way; it will replace 
the aging portable Fire RAWS (FRWS). The new system will also be a portable RAWS with 
the same sensor suite. In addition to the hourly observations transmitted via GOES, IWOS will 
be accessible via a hand-held radio to obtain current information. If critical thresholds are ex-
ceeded, it will also be able to provide alerts using a voice synthesizer and a radio.

WIMS Upgrades
Upgrades to WIMS will automate several processes that are now manual. When the WIMS 

upgrade is complete, the following manually entered observations will be automated: SOW, 
LAL, and the daily 13:00 hour (LST) observation (this latter required manually changing the 
R designation to an O). As of spring 2003, software upgrades have been put on hold due to bud-
get constraints. Some hardware upgrades are still planned: specifically the WIMS/NIFMID 
database will be moved from the System D mainframe to an IBM AIX server at NITC. 
(J. Barnes, NST, personal communications 2003, FAMWEB Technote 2003-01, May 2003).

New Web Sites/Data Access/RAWS Products
The Rocky Mountain Area GACC (RMACC) contracted with the U.S. Geological Survey 

Mapping Center/Geospatial Multi-Agency Coordination Group (GeoMAC) to develop a Web 
site (titled Rocky Mountain Area Red Flag, see appendix A for address). The Web site de-
scribed previously in the Data Retrieval section displays fire weather watches and red flag 
warnings at near real time for fire danger zones within the region. Fire weather watches are 
issued when red flag warning criteria are expected within 12 to 48 hours. The NWS issues 
red flag warnings to alert fire managers when specific weather conditions, combined with dry 
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fuels, could lead to dangerous fires. Criteria may be dry lightning storms, high atmospheric 
instability coupled with low fuel moistures, low humidity, or winds above a threshold speed. 
These warnings help managers plan resource allocation and appropriate fire containment 
activities. The Web site also provides map layers with links to fire fuels, RAWS weather, 
situation reports, geographical features, cities, roads, and political boundaries. Some pages 
within this site are still under development.

The RMACC is also collaborating with the Eastern Great Basin GACC and the University 
of Utah Cooperative Institute for Regional Prediction (CIRP) to develop a Web site to display 
near real time RAWS data and weather information collected by other networks. Included 
are trends, low- and high-resolution maps, satellite images, station data summaries and meta-
data, tabular weather data, and meteograms. Development criteria include: a field-accessible 
information-access platform, an easily understood format, quick download, and a minimum 
number of links to retrieve desired information. Although still under development, some 
products are available: maps; some mesoscale model (MM5) products; and weather data and 
summaries for the RMACC, Great Basin, the Southwest, California and other Forest Service 
Regions. (The Web address is given in appendix A under University of Utah—Cooperative 
Institute for Regional Prediction.)

Geographic Area Coordination Centers (GACCs)

Geographic Area Coordination Centers (GACCs) as they are organized today have been 
in operation since spring 2001. Modern GACCs were established to provide support for 
fighting large fires at regional levels when National Forest or county dispatch centers need 
additional support. Following the 2000 fire season, the need for daily and short-term forecast 
fire danger assessments was recognized. Previously, assessments had been made on an as-
needed basis, but often were out-of-date by the time they were completed. These fire danger 
assessments take the form of fire business products (daily and forecast): fire intelligence; fire 
weather; fire safety and prevention information; and fire danger rating indices and compo-
nents; and fire safety. Detailed roles and responsibilities have been described in a strategy 
document prepared by the National Multi-Agency Coordinating Group (NMAC: NMAC 
Predictive Services Task Group and Charter 2002; R. Ochoa, personal communication 2002) 
at the National Interagency Coordinating Center (NICC), in Boise, ID.

The National Fire Plan provides funding for personnel, logistics, and physical plant to create these 
fire danger assessments on a day-to-day basis, especially during the fire season (R. Ochoa, personal 
communication 2002). Two full-time predictive service meteorologists support each GACC. If the 
GACCs cannot meet requests because they are supporting multiple incidents, or when GACCs 
are competing for resources, requests for equipment and supplies are referred to NICC.

Studies and Surveys

We present an overview of previous RAWS use studies. Then we summarize the re-
sponses to a RAWS-use survey and present the results of a survey of commercially available 
meteorological sensors with specifications. The latter was specifically requested to document 
the currently available, off-the-shelf, state-of-the-art meteorological sensors (for example, the 
sonic anemometer model currently being tested by RSFWSU). We next describe a prototype 
RAWS (super-RAWS) deployed in northern Minnesota and provide a comparison between 
RAWS fire-data specific protocols and more traditional hourly averaged data. We also inves-
tigate some other issues: a comparison of WRCC and KCFast data sets; the effects of changes 
in tower height and placement; the reporting of the 13:00 hour observation time; and DCP 
transmission protocols.
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Previous RAWS Use Studies

RAWS data have been used in climatology studies (Brown and Hall 1997), fire-danger 
ratings, fire behavior analyses, and for quality control and assurance of the data itself. The 
use of RAWS data in regional spatial assessments has often been hampered by inadequate 
RAWS data quality. In attempts to correct this problem, GACC meteorologists have focused 
on analyzing individual RAWS data series within their regions. Several recent studies (Brown 
and others 2001; Marsha 2001a,b) have explored statistical approaches to analyze RAWS 
data in order to develop a methodology for optimizing intraregional RAWS deployments, 
to help define fire weather zones, and to identify priority stations within those zones. Brown 
and others (2002) conducted a quality control study on historical RAWS data from 242 sites 
in California. The goal was to examine data records and to flag or remove records deemed 
questionable, unacceptable, or implausible. The resulting clean data files are now used for fire 
danger rating analyses and climatological studies.

Marsha Study: Identification of Priority Stations Within Zones

Marsha (2001a,b) defined an objective method to design a more efficient RAWS network, 
in terms of number and siting, to meet the weather needs of wildland fire managers in the 
Pacific Northwest. The analysis consisted of two parts: (1) a wind rating was employed for 
each RAWS in the States of Washington and Oregon; and (2) cross-correlation matrices were 
computed for daily minimum relative humidity (RH) of each RAWS within the sub-areas.

Wind Rating. The wind rating was designed to identify and assess those RAWS that are 
wind sensitive (in other words, show good response to elevated wind speeds and have good 
variability). These criteria were evaluated by examining the distribution of the RAWS hourly 
wind speeds. Archived historical data were used to construct a climatological distribution 
of the peak wind speed for every 4-hour time period over several years. From the latter the 
median and 90th percentile peak wind speeds were determined. The spread statistic was then 
defined as the following:

                                                             m

m

u

uu −90

where u90 = 90th percentile peak WS and um = the median peak WS. Marsha’s wind sensitivity 
rating used the following criteria:

1. 90th percentile peak wind speed >= 4.47 m/s (10 mph) during a 4-hour time period, and

2. the spread statistic for the same time period >= 0.50

The assigned ratings were:

0 - if the above criteria were not met for any of the six 4-hour time periods of the day

1 - if the above criteria were met for at least one 4-hour time period of the day

2 - if the above criteria were met for at least one daytime and one nighttime 4-hour 
time period

RAWS with zero were considered inadequate, 1 adequate, and 2 good.
Relative Humidity Matrices. Part two of Marsha’s study was a cross-correlation analy-

sis of minimum daily afternoon RH for each RAWS within a zone, resulting in correlation 
matrices for all RAWS. It defined a nonrepresentative RAWS as a station with the highest 
number of correlations at or above a given threshold (in this study, an ‘r’ coefficient value of 
0.90 was chosen based on the geographic area being examined). Such stations were removed 
from the matrix as were the other sites that correlated with it at or above the threshold r value. 
A high r value was taken as an indicator of a redundant or nonprimary weather station. Those 
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stations that were most similar in terms of RH were removed from the matrix. The process 
was repeated until a sub-set of key RAWS remained that were uniquely different from one 
another. If a draw occurred between sites, priority was given to the site or sites with a wind 
sensitivity rating of 1 or 2.

Due to local concerns over losing a site, no station was physically removed from the PacNW 
network, the non-representative RAWS were simply labeled as secondary stations.

Findings

The Marsha study was designed to provide a specific result for a specific area. It may not be 
a useful approach for other regions: NFDRS products from the selected study stations will no 
doubt reflect the selection criteria.

Brown Study: Optimization of Intraregional RAWS Deployments

Brown and others (2001) used two approaches in an analysis of the Great Basin (primarily 
Nevada) RAWS network. The first was similar to that taken by Marsha (2001a, b), correlating 
July monthly mean air temperatures, relative humidity (RH), and wind speed (WS) for six 
RAWS over periods of at least 9 years. This analysis was designed to examine how station 
separation related to climate characteristics. Results indicated that stations as close as 11 km 
(about 7 miles) demonstrated low correlations for wind speed, while stations as far apart as 30 
km (about 19 miles) had high correlation for temperature. Thus, use of single parameter corre-
lation statistics alone in determining a site’s importance or redundancy could be misleading.

Geostatistical Approach. The Brown study applied a more formal geostatistical approach 
than was commonly used in the analysis of meteorological networks (Gandin 1970) to estab-
lish the maximum distance between stations based upon a single climate variable. Variogram 
plots (a graph of the variance of paired observations as a function of distance) were calculated 
for July monthly mean air temperatures for the 116 RAWS in the region. The study then used 
the results to fit a mathematical model which, in turn, was used to generate a uniform field of 
estimated temperature. Brown and others (2001) found that the optimum distance for station 
spacing (and highest spatial correlation) was about 43 km (roughly 27 miles). The actual cor-
relation (r) was only 0.45, interpreted as quite low.

Study Results. The authors suggested that elevation variation across the region caused 
significant climate differences; they attributed the low correlation values to these elevation 
differences. In a subsequent analysis, temperature data grouped into three elevation ranges 
greatly improved the results and also indicated that the maximum distance between stations 
should be no more than about 80 km (50 miles).

Other Studies

Meteorologists from the RMACC (T. Mathewson and R. Mann) and the SWACC (C. 
Maxwell and R. Wooley) have recently conducted informal, unpublished, applied studies 
similar to those of Marsha (2001a,b) in efforts to define weather zones and to study NFDRS 
indices and component variations within their respective GACC regions.

Survey of RAWS Users

At the suggestion of the FS WO Research Staff (D. Cleaves), we constructed a user survey 
with questions targeting RAWS data use, type of data, importance of data, and sampling 
protocols. More than 100 surveys were sent to users through various means, including mail, 
e-mail, and personal delivery. A total of 44 responses were received, evenly divided between 
the NWS Weather Forecast Offices and Federal and State land management agencies. We 
tabulated responses and summarized the answers to those that were open-ended. Specific 
questions and a summary with greater detail are provided in appendix U.
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Multiple Uses

Most respondents reported multiple uses for RAWS data. The prevalent uses for RAWS 
data are weather prediction and forecasting followed by incident management and monitoring 
weather for prescribed fires. Almost 90 percent of respondents used hourly and daily (specifi-
cally, the 13:00 hour observation) RAWS data. The real-time and event specific categories ac-
counted for the remainder.

Nearly all data parameters plus NFDRS outputs are used by land management personnel. 
NWS forecasters use all the meteorological data. However, less than half use NFDRS prod-
ucts. Fuel temperature was the datum least frequently used by all respondents. NWS forecast-
ers use RAWS data almost exclusively for specific locations or for weather climate zones, 
while nearly all land management agency personnel use the data set for a specific region or 
GACC area.

The majority of land management agency respondents use RAWS data for fire business ap-
plications – to calculate NFDRS indices, components, and adjective ratings; and to determine 
staffing levels, incident management, and longer term preparedness. Respondents from the 
NWS use RAWS data primarily for producing fire weather forecasts, determining red flag 
warning and fire weather watches, public weather forecasts, point/spot forecasts for specific 
incidents, and severe weather warnings.

Assessment of Current RAWS Network

All respondents considered RAWS critical for supporting their decisionmaking process; 
staffing; ensuring fire fighter safety; for calculating NFDRS indices and components; mak-
ing both area and spot fire weather forecasts; and for real-time weather monitoring during 
prescribed burns and wildfires. All meteorological data were rated of high importance by all 
respondents, but NWS/WFO personnel tended to rate NFDRS products lower compared to the 
personnel from land management agencies.

No respondent indicated station overlap in his or her area (agency region or weather forecast 
zone). Coverage was deemed pretty good or adequate in the Western United States except for 
eastern Colorado, east of the Mississippi River, and some areas in the FS Southern Region.

Almost all respondents indicated a desire for a change in the traditional RAWS sampling 
protocol: more frequent sampling and data transmission; NFDRS product calculation/output 
more than once per day; and ready access to the larger data set. Three respondents suggested 
leaving the system alone, making no changes at all.

Four respondents indicated an explicit inclusion of RAWS duties and/or responsibilities 
in their respective position descriptions (PDs) and one included PD specifics: see appendix 
K for a sample PD of RAWS related duties. (See also Findings on Personnel Issues in the 
Management Implications section on the need to explicitly describe RAWS-related duties in 
individual FS PDs.)

Survey of Commercially Available Meteorological Sensors

We were asked by our WO sponsor to conduct a meteorological sensor/instrument survey 
as part of our review. The purpose of these results is to give planners, managers, and operators 
associated with RAWS a thorough list of available off-the-shelf sensors for potential future 
use with fire weather stations. Although current operational features of the RAWS system de-
mand uniformity of instrumentation across the network, it makes sense to keep abreast of new 
sensor technologies. The survey includes sensor specifications that are sometimes overlooked 
when choosing manufacturers.

Air Resource Specialists, Inc. was funded to gather and compile technical information from 
known meteorological equipment vendors and prepare a comprehensive tabular summary of sen-
sors associated with RAWS operations:
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•  Wind speed

•  Wind direction

•  Ambient air temperature

•  Relative humidity

•  Precipitation

•  Barometric pressure

•  Solar radiation

•  Fuel moisture

•  Fuel temperature

•  Soil moisture

•  Soil temperature

Appendix V with attached CD provides a detailed list of currently available, off-the-shelf sen-
sors, their technical specifications, manufacturers, current price, and a narrative for each sensor 
type. This information was compiled between January and April 2002. Each section in the ap-
pendix V CD is preceded by a narrative describing each factor or specification within the survey. 
The manufacturer and model number for each sensor group are highlighted in a separate color. 
Since there are more parameters than will fit on one 8 1⁄2 by 11 inch page, successive pages give 
the additional parameters for each group of sensors. Color changes denote when new groups of 
instruments are listed.

Experimental Prototype Super-RAWS

Description

The USDA FS WO Air Resource Management Program and the FS WO National Weather 
Program, with support from FS RMRS scientists, have funded a prototype enhanced RAWS 
station. This super-RAWS is equipped with the standard suite of sensors as well as additional 
sensors and alternative sensors not used on standard RAWS and not limited to fire-related 
parameters. Super-RAWS was deployed within the Superior National Forest at the Fernberg 
tower site, 20 miles east of Ely, MN. Operational since September 2001, the super-RAWS transmits 
data as per NFDRS standards using a Campbell Scientific data-logger and GOES transmitter.

An assessment of future weather data needs of Federal land management agencies and the 
expanding list of uses and applications of RAWS weather data led to the deployment of the 
super-RAWS. These include: leaf wetness; soil temperature and moisture; air and soil vertical 
temperature difference (delta temperature); vector wind speed; moisture content of decom-
posing surface litter (duff); and associated statistics (see appendix W for the complete data 
list). Super-RAWS data may support climatological studies, pollution dispersion modeling, 
and modeling of ecosystem carbon exchange and water vapor flux (Zeller and Nikolov 2000). 
The latter ecosystem modeling may also provide a new approach for the analyses of future fire 
potential since the amount of water within the ecosystem is accounted for.

Comparison of RAWS and Super-RAWS Data Sets

The Fernberg super-RAWS data set provided an opportunity to: (1) compare traditional 
RAWS protocol 10-minute and instantaneous data with hourly average data routinely used in 
other meteorological and environmental assessments, and (2) evaluate new sensor technolo-
gies such as sonic anemometry for wind speed and wind direction versus the standard cup-
vane wind sensors used at most RAWS.

According to the standard RAWS protocol, wind speed, wind direction, and relative humid-
ity are provided as 10-minute averages, while temperature and solar radiation are instantaneous 
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measurements obtained just prior to transmission. The super-RAWS was programmed to provide 
both RAWS protocol and averaged hourly data. Thus, the super-RAWS collects the standard RAWS 
10-minute averages and instantaneous measurement as subsets of the hourly averaged super-RAWS 
data. Two different protocols were programmed to simultaneously record and report data allowing 
the same instruments to be used to record both standard RAWS and super-RAWS outputs.

Super-RAWS obviously increased the number of data elements measured and transmitted. 
Because ASCADS can only handle a maximum of 12 data records, the standard RAWS com-
ponent of super-RAWS was limited to 12. These standard RAWS parameters were previously 
listed in the Sampling Protocols subsection. The super-RAWS measures and transmits 48 data 
elements. The remaining data elements available on the super-RAWS are: weather data for each 
hour (for example, averaged 00:01 to 01:00 data are recorded as 01:00) in terms of means and 
statistical measures (for example, standard deviations and maximum values). The mean hourly 
wind speed and direction were recorded at the RAWS protocol 20 feet (6 m) as well as at 50 feet 
(15 m) above ground level; ambient temperature was measured at heights of 9 to 10 feet (3 m) and 
50 feet (15 m).

Method of Comparison of RAWS and Super-RAWS Data Sets

We analyzed data that were obtained using standard and super-RAWS protocols during 
the period March 21 through June 17, 2002. In a statistical comparison of the time series of 
RAWS 10-minute and instantaneous values versus the super-RAWS hourly averages data, 
we calculated and studied the coefficient of determination (R2), slope (S – a nondimensional 
variable in this case), and intercept (I – where the regression plot intercepts the y-axis) of the 
regression line, and a frequency distribution (histogram) of the residuals. We chose the hourly 
means as the independent variable against which standard RAWS data were compared. The 
comparison included: wind speed, wind direction, solar radiation, ambient temperature, and 
relative humidity. We also evaluated discrepancies in hourly measurements between the sonic 
anemometer and cup/vane sensors by plotting cup/vane data versus sonic for both wind speed 
and wind direction.

Results of Comparison of RAWS and Super-RAWS Data Sets

All data described in this section are provided in appendix X. The analysis indicates that 
solar radiation, wind speed, and wind direction, as measured using standard RAWS protocols, 
demonstrate larger deviations from hourly values than do temperature and relative humidity.

Solar Radiation. Given the high temporal variability of solar radiation, we conclude that 
instantaneous solar measurements do not adequately represent average hourly conditions. In 
about 30 percent of all cases, instantaneous solar radiation values deviated from true hourly 
means by more than 50 W m-2 (fig. X-1). Updates to the solar radiation sampling procedure 
should significantly reduce these differences (see Recent Updates to NFDRS 2000 Standards 
subsection). In fact, new NWCG weather station standards (NWCG – National Fire Danger 
Rating System, Weather Station Standards. 2003) call for the use of an hourly average of 
solar radiation (from 60 samples). This change will begin to be implemented in 2003 as data-
loggers are reprogrammed.

Truncation of Wind Speed Data. As shown in figure X-2, deviations of reported wind 
speed from the true values can be substantial. We found that the RAWS 10-minute wind speed 
data are truncated to a whole integer with .0 added back by the data-logger/program (for ex-
ample, 6.9 becomes 6.0). This presents a systematic bias in the values reported for WS that is 
reflected in the low slope of the regression between hourly averages and 10-minute means (fig. 
X-2). Because of the high variability of wind speed within any hour in addition to the artificial 
truncation of 10-minute data, values reported by RAWS can underestimate the actual mean 
hourly wind speed by at least 1 mph and often by as much as 3 mph. This happened about 80 
percent of the time.
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Wind Direction Measurements. Measurements of wind direction (WD) showed a lesser 
bias than those for wind speed. Yet, in about 15 percent of cases, the 10-minute average WD 
departed from the hourly WD by more than 20 degrees (fig. X-3). Occasionally the RAWS 
WD was reported as opposite (180o) the hourly WD average. Wind direction data obtained 
from the vane and the sonic were similar (fig. X-4). In most cases, discrepancies in the sonic 
WD were within ± 20 degrees (see fig. X-4, lower panel).

Temperature and Relative Humidity Measurements. RAWS standard measurements of 
temperature and relative humidity were relatively close to hourly averages of these elements 
(see fig. X-5 and X-6). Relative humidity data showed somewhat larger deviations compared to 
temperature (fig. X-6). However, the accuracy of RH sensors is typically ±5 percent.

Differences Between Wind Speed Measured by Cup Versus by Sonic Anemometer. 
The super-RAWS was equipped with colocated cup and a sonic anemometers. A comparison 
of the two hourly wind speeds revealed that the cup anemometer tended to record larger val-
ues, especially at higher wind speeds (fig. X-7). This is most likely due to the well-known cup-
response phenomenon: turbulence causes cups to over-spin. Also, the cup anemometers have 
start/stop thresholds at lower wind speeds (for example, the cup will not start spinning below 
a threshold WS). But the sonic anemometer does not have this threshold limitation. In the case 
of the super-RAWS, the minimum cup WS was programmed to be 0.5 mph. So if the WS was 
zero, the data logger would record and report 0.5 mph while the sonic anemometer, with no 
starting threshold, would report 0 mph. Hence, the frequency distribution (of cup – sonic) is 
shifted slightly to the right . (See fig. X-7, lower panel.)

Findings of Comparison of RAWS and Super-RAWS Data Sets

There are discrepancies in the standared RAWS protocols and in comparing RAWS data 
with 1-hour averages. Since fire danger is evaluated daily, perhaps further study is needed to 
address the impact of using the current RAWS sampling protocols.

Comparison of WRCC and KCFast Data Sets

Description of WRCC and KCFast Data Sets

We have made direct comparisons between four RAWS congruent data-sets from WRCC 
and from KCFast in an effort to evaluate database integrity. These comparisons quantify dif-
ferences over the years when the data overlapped. We have also used the FF+ application 
to calculate fire danger indices and components (historical means and daily minimums and 
maximums) over the course of a fire season for these data sets. A summary is given below and 
additional details are given in appendix Y.

As previously discussed, WIMS/KCFast is a major long-term archive of RAWS observa-
tions. To review, the database supports two formats. The 1998 format retains all hourly data 
but stores it for only 18 months. The 1972 data format contains only 13:00-hour RAWS obser-
vations, and it stores the data for the entire period of record. The WIMS/KCFast archive based 
on the 1972 format is currently the information source used to compute NFDRS indices and 
components used in fire business support.

The 1998 KCFast file format provides a time tag for individual data records, which con-
tains year, month, day, and observation time. However, the 1972 format does not provide an 
observation time since it is implicitly assumed that each daily observation refers to the 
13:00, and only 13:00.

Due to the great operational significance of the KCFast RAWS dataset, the quality of 
archived 13:00-hour observations is important. Since operators manually flag these obser-
vations in the WIMS data base (along with entering SOW and LAL), the possibility exists 
for human errors such as using the wrong observation time for the 13:00 hour; accidentally 
changing numerical values of meteorological elements; entering incorrect SOW and/or LAL; 
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and so forth. Human errors were assessed by comparing KCFast historical records of 13:00-
hour RAWS observations with the WRCC long-term archive of quality-controlled 13:00-hour 
RAWS observations. (See the section on the WRCC in this report.) We also evaluated differ-
ences in meteorological observations between KCFast and WRCC databases in terms of their 
impact on computed NFDRS indices and components.

In an attempt to quantify the likely magnitude of such human errors and their impact on 
computed NFDRS indices and components, we analyzed the historical record of several 
RAWS (specifically, Doyle, CA; Cheeseman, CO; Lake George, CO; and Redfeather, CO). 
We selected the Colorado stations to represent mainly FS-operated RAWS in Colorado with 
data record lengths of at least 10 years. The selection of the Doyle, CA site was random.

Method of Comparison of WRCC and KCFast Data Sets

We obtained meteorological data in the 1972 format for each of the four RAWS sites from 
the official KCFast Web site. The WRCC provided standard hourly data for the same RAWS 
from their database. The WRCC files were processed to extract 13:00-hour observations for 
each evaluated element and site. KCFast records were processed to extract archived values for 
the four elements being compared: ambient temperature, relative humidity, wind speed, and 
precipitation.

Using the time tags provided by the two databases, we aligned the 13:00-hour daily ob-
servations extracted from the WRCC database with corresponding records from the KCFast 
archive for each RAWS. Arithmetic differences were computed between KCFast and WRCC 
in the data records of each meteorological element for each of the four RAWS sites. The daily 
differences in recorded 13:00 hour values were plotted against time for the entire period of 
data archive overlap between KCFast and WRCC.

We also evaluated differences between the two data records in terms of correlation coef-
ficient, slope, and intercept of the regression between the two time series for each element. 
Results were plotted using SigmaPlot 2001. We assumed that the WRCC data record was the 
correct one because it has been thoroughly examined by the WRCC staff; WRCC QA/QC 
criteria can be found in Brown and others 2002. Where the KCFast 13:00-hour observations 
differed from corresponding WRCC data, we interpreted this difference as an error caused by 
human factors.

Using FF+ as previously discussed, we evaluated the impact of KCFast data errors on 
NFDRS indices and components. FF+ as currently used by most fire managers in the United 
States is designed to ingest meteorological data in the KCFast 1972 format. It also requires a 
KCFast Station Catalog file for input. For each RAWS, we ran FF+ twice using (1) an original 
KCFast data file and (2) the WRCC 13:00-hour values. The comparison of FF+ runs only 
differed in the values of the main four meteorological elements: temperature, RH, WS, and 
precipitation. The rest of the support data were identical. We studied the behavior of four 
NFDRS indices and components: Spread Component (SC); Energy Released Component 
(ERC); Burning Index (BI); and Ignition Component (IC). Each index and component was 
represented by seasonal time series of its mean and maximum values, respectively. As with the 
meteorological data comparison, NFDRS indices computed from WRCC data were assumed 
to be the control against which the KCFast-based indices were compared.

Results of Comparison of WRCC and KCFast Data Sets

The comparisons above revealed significant differences between KCFast and WRCC data 
archives for all RAWS sites studied. Figure Y-1 in appendix Y shows the temporal dynam-
ics between the 13:00-hour weather observations in WRCC and those in KCFast for the 
Cheeseman station in Colorado (NWS ID: 053102) over a period of about 15 years. (Figure 
Y-2 presents scatter plots and correlation statistics of the two time series. All figures and 
table Y-1 can be found in appendix Y.) As evident from the graphs, data in the KCFast 
record can deviate from WRCC values by as much as 54 oF for temperature, 68 percent 
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for relative humidity, and 23 mph for wind speed. The pattern of differences and their 
magnitude appear to be random.

After carefully examining numerous days with nonzero differences and comparing KCFast 
13:00 values with the complete hourly record from WRCC, we discovered that many data 
points entered in the KCFast archive as 13:00-hour observations actually came from other 
hours during the same day and, in some cases, even from early morning hours of the next day! 
In several instances, we found that not all values of meteorological elements originated from 
the same hour (in other words, temperature and humidity data were taken from the 11:00-hour 
while wind speed came from the 12:00-hour). This occurred over several days at the Doyle 
station during the early 1990s. We found that meteorological data entered into WIMS/KCFast 
as 13:00-hour observations, were often taken from hours ranging from 10:00 to 17:00. The 
pattern of discrepancies in meteorological data described for Cheeseman is similar to that 
found for all other three RAWS. It appears that station operators have systematically either 
made random errors by incorrectly flagging the 13:00-hour observations or chose to change 
the data to better represent the conditions as they saw it.

Discrepancies in meteorological records between the KCFast and WRCC databases had a 
sizable impact on computed NFDRS indices and components. Figure Y-3 shows deviations of 
mean values of the Spread Component (SC) for Doyle, CA. Errors in the KCFast data archive 
caused the mean SC to be overestimated for this site by 10 to 40 percent over most of the fire 
season. The SC maximum daily values showed much larger deviations (for example, 20 to 
100 percent) compared to WRCC results (fig. Y-4). As indicated by the correlation statistics, 
the maximum SC values based on the KCFast record are poorly related to those derived from 
WRCC data. In this case, deviations tend to be positively biased. In other words, the KCFast 
data seem to consistently cause an overestimation of SC values for Doyle. Figure Y-5 shows 
errors in the calculation of the BI for the same site. Other indices and components computed 
for Doyle showed a similar error pattern. Table Y-1 provides coefficients of determination (R2) 
and regression slopes (S) for indices and components computed comparing the KCFast and 
WRCC datasets for all four RAWS.

Figure Y-1 reveals another interesting pattern, which seems to be more or less present at the 
other three RAWS as well: after 1997, the KCFast record appears to match WRCC data consid-
erably better than in previous years. Data discrepancies for all elements, while still occurring, 
are significantly less frequent after 1997. We suspect that this improvement was the result of a 
coordinated effort by the FS, BLM, and other land management agencies to improve the quali-
ty of RAWS observations as well as the accuracy of fire weather and business applications. We 
think this was achieved mainly through training and impressing upon personnel the critical 
importance of RAWS data in calculating fire danger ratings. This was especially the case after 
the South Canyon (Colorado) fire in 1994 where 14 firefighters lost their lives. There were also 
vast improvements in hardware and software during the 1990s: in 1993 WIMS was imple-
mented and training became available. In the mid-1990s, an increasing number of stations were 
being upgraded with new DCPs, with an increase in transmission frequency from once every 
3 hours to one per hour, with transmissions close to the top of the hour for priority stations, and 
with the conversion of dial-up stations to GOES platforms. And finally, concerted efforts 
were made at the local FS level to properly maintain the stations. This also entailed new 
training efforts that continue to this day (K. Shelley and R. Gripp personal communica-
tion 2002). Nevertheless, the potential for human error in the current manual data-enter-
ing requirement is still a weak link for RAWS data going to WIMS.

Findings

This analysis indicates that the errors in the KCFast data archive tend to produce biased 
estimates of the mean and maximum values for most NFDRS indices and components. 
Maximum values are more adversely affected than means. An important implication is that 
biases in long-term means and maximums could create a false impression about the actual fire 
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danger at a site. For example, in the case of Doyle, an overestimation of historical values of BI 
and SC over a significant portion of the fire season could lead to an incorrect conclusion that 
fire danger was not exceptional in year 2002 at this site. On the other hand, NFDRS indices 
computed for Cheesman using the KCFast dataset tend to be underestimated (as indicated by 
the regression slopes in table Y-1). In addition, indices for Cheesman such as BI, SC, and IC 
show a significant dispersion around the values derived from the WRCC record. An important 
implication then is that biases in long-term means and maximums could create a false impres-
sion about the actual fire danger at a site and affect real-time decisions about staffing and 
resource allocation during actual firefighting.

These discrepancies must be addressed immediately since the KCFast data set is an active 
part of current fire business.

Effect of Changes in Tower Height and Sensor Placement

Description of Changes in Sensor Mounting Heights

RAWS data users must be aware that changing sensor mounting heights (NWCG 2000) will 
affect the data being collected. For example, wind speed (WS) decreases logarithmically as 
height decreases while relative humidity (RH) increases as the height decreases or the ground 
is approached. RH, which is a function of evaporating soil moisture and transpiring vegetation 
(Oke 1978), also has diurnal fluctuations related to temperature changes. If WS or RH sensor 
height is changed, or if sensors are moved, NFDRS indices and components will be affected. 
Wind speed, slope, and fine fuel moisture (sensitive to current RH and temperature) are direct 
inputs for the spread component (SC) calculation, which in turn, along with ERC, is used in 
calculating the ignition component (IC) and burn index (BI). Wind speed does not enter into 
the calculation of the ERC but 100- and 1000-hour fuel moistures do, which over the long 
term (days to weeks) respond to day length, max/min temperature, RH, and precipitation (see 
NWCG 2000; Cohen and Deeming 1985).

According to the NFDRS 2000 standards (NWCG 2000), the RAWS wind speed and direc-
tion sensors should be mounted at a height of 20 feet and the RH sensors at 4 to 8 feet (NWCG 
Weather Station Standards 2000). The international meteorological surface observation stan-
dard for wind measurement height is 10m (32.8 feet.). In FS Region 6 (Pacific Northwest), FS 
once used 10m Rohn25 towers as RAWS and, hence, meteorological wind sensors on these 
RAWS were often above 20 feet. Since these towers are no longer OSHA compliant, they have 
been phased out of service over the past 4 to 5 years and replaced with either Vaisala/Handar 
or FTS RAWS frames. In most cases, the replacement has caused sensors to be placed ap-
proximately 13 feet lower.

At this lower height, we would expect the measured wind speeds to be noticeably less than 
the recorded climatology for the location. If this were the case, it would present a continuity 
problem in using such data for FF+ and other fire danger calculations. To get a rough estimate 
of the effect of height change, we decided to examine an actual example of a change from a 
10-meter tower to a 20-foot tower at Redfeather, CO. In August 2002, the 20-foot replacement 
tower was installed at Redfeather west of the 10-m tower, which, due to location, resulted in 
an actual 20.8 foot difference in aboveground WS sensor height. (The base of the 10 m tower 
was sited on a large boulder 8 feet above base of the new 20-foot tower: 32.8+8=40.8.) We 
caution the reader that the following example is an oversimplification since the example does 
not take into account variable atmospheric stability conditions. Use of these methods should 
be preceded by consultation with a trained meteorologist.

Method of Calculating Effect of Changes in Sensor Mounting Height

Calculating wind speed differences as a function of height are typically performed using 
either the power-law method or the logarithmic profile method. The power law is used for full 
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boundary layer applications, while the logarithmic profile is usually recommended for appli-
cations close to the ground. Both are shown below:

Power law:                                   
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where U is wind speed; z is measurement height; and m is the power law exponent. Although 
m is dependent on the site and meteorological conditions, the value m≈0.1 is used for smooth 
surfaces and m≈0.4 for rougher surfaces;
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where u* is the site and meteorology dependent friction velocity; and k = 0.4 is the so-called 
von Karman constant.

We first plotted actual Redfeather mean wind speeds for each hour of the day: August 21 
through September 24, 2001 and August 21 through September 24, 2002—pre- and post-tower 
height change (see fig. 3). Then using the power law approach with m=0.9 during nighttime 
hours and m=0.45 during daylight, and with a 20.8 foot reduction in anemometer height we 
adjusted the year 2001 data set, and then we did the same using the logarithmic profile method 
with u = 1.3 (night and day) and k = 0.4. We also calculated and plotted the 2001:2002 ratio for 
each hour of the day. The results from both adjustment methods reflect the actual 2002 data. 
The 2001:2002 ratio of actual data show a diurnal multiplier, equal to about 2 for the nighttime 
and 1.5 for the daytime.

Figure 4 shows the percent difference in the BI and SC for the Redfeather, CO, RAWS for 
the 1970 through 2001 fire seasons using adjusted and unadjusted winds from the KCFast da-
tabase. The adjusted wind speeds were calculated using the logarithmic profile equation with a 
u* = 1.3, k = 0.4, and a height decrease of 20.8 feet. Mean and maximum SC and BI for the fire 
seasons 1970 through 2001 were then calculated (FF+) using the actual and adjusted data sets. 
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Figure 3: Mean wind speeds for each hour of the day between August 21 and 
September 24 in 2001 and in 2002.

http://www.fs.fed.us/land/wfas/firepot/fpipap.htm
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The SC and BI were chosen because they are influenced directly by wind speed (compared to 
ERC). Given that wind speed decreases with height, these differences will always be greater 
than zero. For SC throughout the fire season, percent decrease ranged from 14 to 20 percent 
for daily means, and differences in the maximum values varied from 5 to 20 percent . For BI, 
decreases in daily means ranged from 8 to 11 percent, and differences in the maximum val-
ues ranged from 4 to 10 percent. The reduction in wind speeds also lowered the 90th and 97th 
percentile SC and BI values.

Figure 4: Percent decrease in daily mean spread component (SC) and burning index (BI), 1970-2001 
at Redfeather CO RAWS.
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Findings from Calculation of Effect of Changes in Sensor Mounting Height

If the wind speed and direction sensors are lowered, actual fire danger could be under-
estimated when compared to the unadjusted historical record. This could have far-reaching 
consequences for fire business decision support and ultimately resource allocation. Further 
discussion of this topic is beyond the purpose of this review, except to alert fire managers that 
using unadjusted climatology for sites where the height of sensors has been changed may result 
in incorrect management decisions. It will take many years of new measurements to affect the 
unadjusted climatology.

Issues Around GOES Transmit Times and 13:00 Hour 
Observation Time

Because all GOES RAWS transmit times cannot occur exactly at the top of the hour, for 
example, 13:00 LST, priority stations are usually assigned transmit times as close as possible 
to the top of the 13:00 hour. But the difference in transmission times raises the question about 
how the 13:00 hour observation (or any hour for that matter) is defined. Although there is no 
formal rule, the general RAWS rule is that any data record transmitted between 12:30 and 13:
30 is defined as the 13:00 hour observation (in other words, the 12:30 to 12:59 time is 
moved up and the 13:01 to 13:30 time is moved back). These times are all Local Standard 
Time (LST). However, it takes anywhere from 10 to 15 minutes for an observation to 
reach WIMS, so if the transmit time is 13:25 the observation will not be seen or available 
for human editing until at least about 13:40. So, does the Dispatch Center or Regional 
Coordination Center use the 12:25 as seen at 12:40 or the 13:25 observation for their 
13:00 hour values? The decision becomes a judgment call but is usually made through 
consultation and discussions between personnel of the Dispatch Center, GACC, and the 
NWS fire weather forecasters. The decision criteria are based on what each center needs 
in terms of fire weather data. This uncertainty is reflected in the results shown in the WRCC 
versus KCFast data comparison previously presented (also appendix Y).

Complicating matters, different RAWS databases record observation time in different 
ways. ASCADS archives the actual transmit time, in minutes and seconds after the hour in 
Greenwich Mean Time (GMT). The NWS reports the observation time rounded to the nearest 
hour (as described above). WIMS reports observation times numbered from 0 to 23 for the ‘R’ 
observations (LST hours) with the implicit understanding that the actual time is that which is 
given plus the number of minutes to the transmission time after the hour which is reported. This 
format is followed in the DOBS (or Display Observations) interface option within WIMS. The 
DRAWS (Display RAWS observations) gives the actual transmission time stamp. The WRCC 
reports both GMT and LST depending on the sub-database that is being accessed (old or new 
interface respectively) or the time stamp chosen by the user – LST or GMT.

DCP Transmission Protocols (Vaisala/Handar 540 and 555, 
FTS 12s, and Campbell Scientific 23X)

Most RAWS DCPs are either Handar or FTS models, but some DCPs are Campbell Scientific, 
Inc. models. Each model uses slightly different data collection and transmission protocols.

Vaisala/Handar Models

The Vaisala/Handar 540 begins collecting data for transmission 10 minutes before the 
transmit time. Averages are calculated immediately prior to transmission, instantaneous pa-
rameters are recorded, and the DCP transmits to the GOES.

Although the Vaisala/Handar 555 is the newest state-of-the-art DCP, it is less efficient 
than the 540 model in calculating even a small number of averages. Theoretically these 
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calculations should take only 30 seconds (by the 555), but 2 minutes was programmed to en-
sure enough time (B. Adams, personal communication 2002). Thus, the Vaisala/Handar 555 
begins collecting data 12 minutes prior to transmission and ends data collection at 2 minutes 
prior to transmission. Instantaneous values are recorded, averages calculated, and values are 
formatted/truncated. Precipitation, a cumulative value reported in 0.01 inch increments, is 
transmitted in a xx.xx format. Wind speed and direction averages are transmitted as three 
characters each (as xxx). For example, if WS is recorded as 7.9 mph, it is truncated to 7 mph, 
two zeroes are added and it is transmitted as 007. All other elements are reformatted in a 
similar way (NWCG Weather Station Standards, 2000). At the assigned transmission time, 
the data are sent to GOES and retransmitted to Wallops Island/Data Collection System (DCS) 
Automated Processing System (DAPS), thence to ASCADS via DOMSAT.

FTS Models

The FTS 12s follow a similar procedure: their DCP begins collecting and calculating a 5-
second running average on the required parameters 12 minutes before transmission. At minus 
2 minutes, values are truncated, and instantaneous parameters and averages are moved to the 
transmitter and, at the assigned time, sent to GOES.

The FTS 11 follows a different procedure: At 12 minutes prior to transmission, data collec-
tion begins for WS and WD. RH for both FTS models is an instantaneous reading, contrary 
to NFDRS 2000 protocols. For WD, the FTS 11 assigns integer values depending on the wind 
quadrant; a 5-second running average (for 10 minutes) is calculated and the last 5-second aver-
age is transmitted. The FTS 12 calculates a running 5-second vector average (for 10 minutes) 
in degrees; similarly to the model 11, the last average is transmitted. For WS, both the model 
11 and 12 measure a wind count per minute for 10 minutes; in effect, the amount of wind 
passing a given point—similar to the old wind odometers. Counts per minute data are col-
lected and converted to actual WS; a once-per-minute running average is calculated. The final 
10-minute average WS is transmitted. At minus 2 minutes, values are truncated and instanta-
neous parameters and averages are moved to the transmitter and transmitted to GOES.

The older model FTS 11s are all dial-ups. They are contacted via telephone by the NITC-
HUB computer on a schedule that is set by the station owner/operator. The actual schedule 
depends on the season, local needs, and whether data in addition to the 13:00-hour observation 
is needed.

Campbell Scientific Models

Campbell Scientific data-loggers also truncate data: values are formatted prior to transfer 
to the GOES transmitter. When the Campbell Scientific data-logger program is executed, each 
data element is formatted to conform to RAWS/BLM standards so that the first 12 elements 
of the data stream can be ingested by ASCADS. Each data point is configured with a fixed 
number of characters. Decimal points are treated as characters. (The exact first 12 formatting 
is given in appendix W, far right column—elements 1-12.) The data are then copied to the 
transmitter and subsequently transmitted.

Findings Regarding DCP Transmission Protocols

Data Truncation. When we compared data retrieved from the super-RAWS via tele-
phone modem with raw data ingested by ASCADS, we found that the Campbell’s data-logger 
program/algorithm for the transmitted RAWS was truncating data elements. This was con-
firmed by Campbell engineers/programmers (D. Brown, personal communication 2002). This 
issue may not seem important because we are discussing an underestimation of WS by 1 mph 
or less. However, when one considers that RAWS data are primarily used for NFDRS, fire 
business decision support, and for fire severity funding requests, one recognizes that accuracy 
and precision become more and more important as lives, property, and funding are at stake. 
We investigated the difference between the satellite-transmitted and telephone-transmitted 
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super-RAWS data and concluded that the probability for a wind speed being, say, 7.0 versus 7.1 
versus 7.2 and so on up to 7.9 was exactly the same (see fig. X-2c). Hence, a recorded RAWS 
wind speed of 7.0 is more precisely stated as 7.45±0.45. This is true for all RAWS data: past, 
present, and future unless corrected.

DAPS does not reformat the data it receives from GOES. Prior to retransmission through 
DOMSAT to ASCADS, DAPS adds the NESDIS ID, year, day, and a GMT stamp to the top 
of the data stream. ASCADS performs minimal formatting of RAWS data, removing the 
front-end zeroes on data and adding a decimal point and a zero (.0). So, the 007 described 
above for WS will appear as 7.0 in the WSM column of the view converted OBS data option 
(see ASCADS flow chart in appendix F, bottom left). If the user chooses raw OBS data, he/she 
will see the most current transmission in exactly the same format that DAPS used when it 
retransmitted the data stream.

Handar, FTS, and Campbell DCPs (data-logger plus transmitter) truncate data elements 
except for precipitation and battery voltage (which is truncated to one decimal place). Data 
truncation could have consequences in calculating fire danger indices and components over 
the long term; in addition, information is lost. We find that the issue of truncated versus un-
truncated data will affect indices and components.

DCP Data Sampling. We find that Handar and Campbell DCPs use different sampling 
protocols to calculate measured averages.

Additional Uses of RAWS Data

Beyond fire-related applications discussed earlier, RAWS data are used in support of 
climatological analyses, air quality monitoring, ecological process modeling, and weather data 
mapping. In this section, we summarize RAWS support for indirect fire and nonfire business ap-
plications.

Brown and others (2001) developed the following list of uses for historical and climatologi-
cal RAWS data:

•  support for court cases

•  forecasts of fire severity based on historical information

•  prescribed burn planning

•  fire severity funding requests

•  development of fire management plans

•  monitoring soil erosion

•  environmental restoration and risk assessment

•  budget analysis

•  forest health assessment

•  ground water, watershed, and hydrologic assessments

•  impact studies on wild life

•  soils studies

•  climatological studies

•  ecosystem model parameterization

•  weather forecast model initialization and verification

•  interpolation of meteorological parameters to locations where no weather stations exist
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This review discusses these other uses of RAWS data:

•  air quality modeling and monitoring in the atmospheric boundary layer including air 
pollutant trajectory studies

•  aerosol (airborne particulate matter) and trace gas flux measurements

•  physical, regional, and seasonal climatological analyses

•  environmental aerodynamics

•  ecosystem process modeling

•  weather research;

•  mesoscale weather forecasting support

Air Quality Monitoring
In addition to helping define weather and forecast zones and performing basic weather net-

work analyses, RAWS has been used to support air quality monitoring in the Southwest and 
elsewhere.

An outcome of the New Clean Air Act, the Western Regional Air Partnership (WRAP) is a 
collaborative air quality related effort of Tribal, State, and various Federal governmental agen-
cies organized to implement the recommendations of the Grand Canyon Visibility Transport 
Commission (GCVTC) and to develop technical and policy tools needed by Western States 
and Tribes to comply with the Environmental Protection Agency (EPA) regional haze regu-
lations. A network of committees, forums, and stakeholders representing a wide range of 
interests manage the activities of the WRAP. Public involvement is an integral part of the 
Partnership. For example, WRAP supported an effort to monitor particulate matter (PM10, 
particulates less than 10 microns in size) and ozone (O3) concentration several years ago. The 
instruments used to monitor these parameters were integrated with a standard portable fire 
RAWS platform using the Handar DCP and the standard suite of meteorological sensors. The 
sampling protocol was not standard RAWS since wind speed and direction followed EPA’s 
hour average protocol. PM10 (ug/m3), ozone concentration (parts per billion: ppb), solar radia-
tion, and all other meteorological elements were also hour averages. A running 24-hour aver-
age for PM10 was also calculated (Peter Lahm, personal communication 2002). Unfortunately, 
no formal records were kept. Although transmission is limited to 12 data records, this applica-
tion illustrates a potential flexibility within the existing RAWS-ASCADS-WIMS systems that 
is not commonly used.

Measurement of Aerosols (Airborne Particulate Matter)
For smoke and visibility monitoring programs and for fire manager smoke management 

programs, air resource and fire managers have indicated that the ideal situation would be 
to have remote access (via satellite and/or Internet accessible database) to both weather and 
particulate matter data from the same location and at the same time. In 1998 and 1999 the 
FS Technology and Development Program (in Missoula, MT) and the WO Air Resource 
Management Program, field- and laboratory-tested five instruments that measure airborne 
particulate matter (Trent and others 2000). The key items evaluated were accuracy in measur-
ing smoke concentrations, comparison of results from two identical instruments, reliability, 
portability, power needs, data collection, and cost. Based on these criteria, the Air Resource 
Management Program chose and purchased a number of MIE DataRams. The DataRam is 
small, human-portable, and affordable. It is able to measure PM2.5 or PM10, upon deployment 
and immediately transmit data via a commercial satellite (Orbcomm). It is sufficiently ac-
curate for the smoke and particulate monitoring needs for wildfire and prescribed burns. A 
unique capability of this system is that data are sent and posted to a publicly available Web site 
(address given in appendix A), so data can be viewed in near real-time.
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During summer 2002, a number of these instruments were deployed on two large Colorado 
wildfires: Hayman and Missionary Ridge. Both deployments were successful (R. Fisher, 
personal communication 2002). One drawback is the need to acquire simultaneous meteoro-
logical data; hence, it must be colocated with a weather station. To solve this need, however, 
DataRAM tests were conducted in FS Region 3 (in 2002) that connected the DataRAM with 
a FTS portable RAWS weather station. Forest Technology Systems developed the interface 
that converts analog output from the DataRAM for digital input to the weather station and 
subsequent transmission with meteorological data via GOES. The tests were successful and 
the data can be ingested by ASCADS (K. Shelley and C. Maxwell, personal communications 
2002; authors’ personal observations 2002).

Climatological Analyses
Typical climatological analyses using RAWS data include wind roses that provide informa-

tion about wind direction and speed. Conditional wind roses can be generated to assist in plan-
ning fire operations by combining wind rose data with other data such as RH and temperature. 
For example, figure 5 shows that RH data for the Redfeather Lakes, CO, RAWS from July 
2000 to July 2001 are almost linear with respect to rank probability. However, the amount 
of actual water vapor mass, perhaps a useful measure of dryness, during the same period is 
distributed logarithmically (fig. 6). By combining the wind and water mass data, conditional 
wind roses (fig. 7 and 8) were prepared for the Redfeather RAWS site for the same time period: 
July 2000 to July 2001. Note that wind velocities and directions during periods of dry weather 
(greater than 2 g H2O m-3) are higher and more westerly compared to wet conditions (less than 
5 g H2O m-3) when velocities were lower and wind directions more southeasterly.

In addition to studies covered previously in the Studies and Surveys section, quality control 
analyses of RAWS data along with regional and seasonal climatologies have been published for 
the Nevada RAWS network and year 2000 fire season (Brown and Hall 1997 and 2001, respec-
tively). All these types of climatological use of RAWS data can help plan fire operations.

Studies of Environmental Aerodynamics
Weather data are being used to help solve wind engineering or environmental aerodynam-

ics problems, including house siting and orientation, mitigating existing problems, locating 
industrial emission stacks, assessing biohazards and radioactive exhausts, and determining 
wind loads on high- and low-rise buildings and bridges. Texas Tech University, Colorado State 
University, many Engineering Departments, and private consulting companies are actively 
involved in this type of research and using RAWS data.

Rank (probability) Rank (probability) 

Figure 5: Percent relative humidity (RH – y 
axis) vs rank probability at the Redfeather 
RAWS July 2000 – July 2001.
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Rank (probability)Rank (probability)

Figure 6: Water mass (g m-3) vs rank probability 
at the Redfeather RAWS July 2000 – July 
2001.

Figure 7: Conditional wind-rose (for water mass 
< 2 g m-3) for the Redfeather RAWS July 1, 
2000 – July 31, 2001.

Figure 8: Conditional wind-rose (for water mass 
< 5 g m-3) for the Redfeather RAWS July 1, 
2000 – July 31, 2001.
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Ecosystem Process Modeling
Modeling of ecosystem processes (cycling of nitrogen, carbon, phosphorous, and sulfur) re-

quires environmental data. In the case of the Century model (Parton and others 1987), two of 
the most important parameters are soil temperature and moisture. These data can be collected 
by adding additional sensors to a RAWS platform as was done for super-RAWS. Forest stand 
and individual tree growth models also require weather data input: JABOWA (Botkin and 
others 1972; Botkin 1993); TREGRO (Weinstein and Beloin 1990); and FORFLUX (Zeller 
and Nikolov 2000).

Figure 9 shows modeled and measured ecosystem CO2 flux (µ mole-2 s-1) versus day of year 
at Toolik Lake, Alaska, 1996 using Long Term Ecological Site (LTER) network weather data 
that is similar to the super-RAWS data.
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Figure 9: Modeled ecosystem CO
2
 flux (µ mole-2 s-1) vs. day of year at Toolik Lake, Alaska 1996. This 

site is part of the Long Term Ecological Site (LTER) network (DH: dry health; MT: moist tundra; 
ST: enhanced snow; T+: enhanced temperature).

Weather Research
WFAS, discussed above, is an ongoing research/operation project. Supported by the USDA 

FS F&AM, it uses RAWS data to generate maps of selected fire weather and to provide the 
NFDRS fire danger indices and components on a daily basis (see also appendix G).

Mesoscale Weather Forecasting Support
The Northwest Regional Modeling Consortium, which is part of the Fire Consortia for 

Advance Modeling of Meteorology and Smoke (FCAMMS), is a group of local, State, and 
Federal agencies and cooperating private companies formed during the 1990s in the Pacific 
Northwest. Its purpose is to provide funding and continuing support for a regional weather 
prediction system by combining resources and personnel. The system is based on the Penn 
State/National Center for Atmospheric Research (NCAR) mesoscale atmospheric model 
(MM5). The consortium produces 60-hour forecasts twice a day at 4-, 12-, and 36-km 
resolution. This is one of the highest resolution weather forecasting programs in the United 
States. The RAWS data set is one of many used to initialize model runs and to verify forecast 
results. Future FCAMMS products will include air quality and smoke modeling, a ventilation 
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potential (winds forecasting), and fire danger forecasts driven by local weather data (RAWS 
data among them).

The Eastern Area Modeling Consortium (EAMC) is a multiagency group founded in 2001 
to support the National Fire Plan (NFP) by using mesoscale models (MM5) to:

•  Make accurate and useful fire weather forecasts and develop improved fire weather indi-
ces at national and regional scales.

•  Link forecast information with fuel loadings and fire potential.

•  Develop improved model predictions of smoke transport and diffusion.

EAMC is also composed of researchers, and fire, air-quality, and natural resource manag-
ers at the Federal, State, and local levels.

Three other consortia have been established in other parts of the United States to en-
compass regions roughly corresponding to those of the USFS: the Rocky Mountain Center, 
the Southeastern United States, and California and Nevada. All five consortia have essen-
tially the same objectives and work together to achieve these goals under the FS program: 
FCAMMS.

MesoWest is another cooperative modeling MM5 project between researchers at the 
University of Utah, forecasters at the Salt Lake City NWS office, the NWS Western Region 
Headquarters, and personnel of participating agencies, universities, and commercial firms. 
The goals of this project are to provide access to current weather observations in the Western 
States, and provide regional weather forecasts using MM5. The NWS, among others, helps 
support this project.

MesoWest relies upon weather observing networks that are managed by Federal, State, 
and local agencies and private firms. The Federal networks include RAWS, Snowpack 
Telemetry (SNOTEL), Automated Surface Observing System (ASOS), and Automated 
Weather Observing System (AWOS) among others (see Glossary for brief identification 
information). Temperature, relative humidity, wind speed and direction, precipitation, and 
other parameters are available through MesoWest from several hundred locations. MesoWest 
surface observations are used in high-resolution spatial and temporal analyses centered on 
Utah.

The data archive is operated by the NWS to monitor weather conditions around the region. 
Researchers also use MesoWest extensively to study severe weather events such as winter 
snowstorms and damaging winds. MesoWest is available to the educational community as 
well.

The Advanced Regional Prediction System Data Analysis System (ADAS) at the University 
of Oklahoma is another mesonet similar to MesoWest that has been configured to perform 
three-dimensional and surface-based analyses over regions with complex terrain. ADAS relies 
on archived MesoWest observations as an important source of local data to modify an initial 
background data field provided by NCEP RUC2 analyses (see Glossary for brief identification 
information of NWS’s NCEP and RUC2).

Management Implications

Current Issues

As of spring 2003, the status of FS-operated RAWS was ‘adequate’ to ‘improving’ to ‘hard 
to pin down’. As the GACC meteorologists in FS Regions 3 and 9 have taken over some co-
ordination, maintenance, and data processing, they have vastly improved network operations, 
and continue to make improvements (C. Maxwell, K. Shelley, and S. Marien, personal com-
munication 2002; authors’ personal observation, 2001 and 2002). During FY2002 a number 
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of priority NFDRS RAWS stations that had been poorly maintained were moved, replaced, 
or refurbished (e.g., Penasco in Region 3, and Camp 4 and Douglas Ingram in Region 6; C. 
Maxwell, R. Shindelar, and K. Shelley, personal communications 2002). Operations in other 
FS Regions also continue to improve with ongoing network hardware upgrades. Maintenance 
on stations is occurring on a more or less regular basis and an increasing number of FS per-
sonnel are being trained on station hardware and software, WIMS, and NFDRS (authors’ 
personal observations).

ASCADS and WIMS metadata and weather data file maintenance is random with need for 
improvement (T. Mathewson, C. Maxwell, R. Shindelar, M. Nelson, and R. Powell, personal 
communications, 2002):

•  RAWS site visits not always reported or, in some areas, not made at all.

•  Incorrect fuel model, climate class, or location are used for NFDRS calculations at some 
stations.

•  Stations remain coded as frozen well into spring.

•  ASCADS metadata not maintained routinely by users.

•  WIMS not maintained by all users (for example, 13:00 hour observation is not flagged; 
SOW not entered; LAL not entered).

In informal interviews, FS personnel involved in the RAWS program primarily at the dis-
patch center level described ASCADS and WIMS as difficult to use (especially ASCADS). 
They also claimed that ASCADS and WIMS failed to provide products in a timely fashion 
and that personnel have not received adequate training as to their use and retrieval of products 
(R.Powell, F. Hesselbarth, M. Nelson, C. French, personal communication 2002). Some of 
these problems may be resolved when planned training on WIMS and NFDRS takes place 
(courses are offered on a yearly basis and in different FS Regions) and, as discussed in the 
Projects Under Development section, the reengineering of ASCADS and WIMS is completed.

The WRCC, NIFMID/WIMS, NIFMID/KCFast, NWS, and the BLM/NIFC databases 
all rely on an antiquated system, ASCADS, for data. ASCADS has, in effect, become a well-
known choke point for the RAWS data stream. The proposed ASCADS upgrades will, we hope, 
solve these problems. Some database erroneous-data problems are not being addressed.

We have found discrepancies in the station locations—and even station existence—listed 
in different RAWS databases such as ASCADS and Fire and Aviation Management (F&AM) 
Helpdesk (T. Mathewson, R. Mann, personal communication 2002).

Most RAWS, as a mesonet function, lack the capability to record year-round precipitation. 
Cost and power considerations preclude equipping all RAWS with all-weather precipitation 
gauges, but selected site upgrades to provide this important piece of information would im-
prove the system.

Findings

In this section we list a number of findings. The order in which these findings are pre-
sented does not indicate priority. Given the fluidity of the RAWS system, some findings may 
already be in the correction implementation process. Before any new studies are contemplated 
and/or proposed, individuals should read through this study for orientation, then contact and 
coordinate with agency and regional RAWS coordinators/personnel. A contact list is given in 
appendix Z.

Personnel

1. Additional Personnel and Enlarged Work Area at RSFWSU. Given the current and 
increasing number of RAWS stations and given the new NFDRS 2000 certification re-
quirements, the RSFWSU workload will increase. The RSFWSU processes and maintains 
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thousands of RAWS meteorological sensors and other station-related equipment every year 
(see table 5; a total of 8,101 during FY2001). This is a staggering workload for eight in-
house technicians and 12 field personnel. Given the critical importance of the RAWS data, 
current manning and existing space limitations at the RSFWSU (authors’ personal observa-
tions and communication with Boise Depot staff), there is a potential negative impact on 
the overall RAWS data quality.

2. Additional USFS RAWS Coordination Office and Regional Office Personnel. The 
USFS RAWS Coordination Office has a heavy work schedule as indicated by the figures 
and description of duties in the Operations, Protocols, and Organization section above. 
Duties were scaled back in June 2002 (K. Shelley, personal communication 2002), and in 
the future, regional coordinators will take over teaching the RAWS maintenance training 
courses. This may necessitate the transfer of existing personnel or the addition of trained 
regional personnel to help in the management and administration of the network. For ex-
ample, utilize the part-time Web master who maintains and supports the official FS RAWS 
Web site at the coordinator level to help in responding to queries made through the Web 
site, and so forth.

3. Updated Position Descriptions to Include RAWS-Associated Duties in Position 
Description of All Personnel Involved in RAWS-Related Activities. FS RAWS are 
currently managed as an extra duty in most cases. At all levels of involvement, detailed 
descriptions of RAWS maintenance, administration and other responsibilities should be 
included and explicitly stated in individual Position Descriptions (PD). This would provide 
the incentive and accountability as well as management support and interest for the RAWS 
program and the need for high-quality weather data. Examples of PD phrasing are provided 
in appendices K and M.

4. Ongoing Followup of RAWS Training. Continuing efforts must be made to impress upon 
personnel tasked with WIMS daily duties how critically important the RAWS network, 
data collected, and fire danger indices and components are. This is currently stressed in 
training courses (WIMS, fire behavior, NFDRS, and others; advanced courses are also 
offered for the last two), but ongoing followup is needed. Training courses might be made 
mandatory for personnel tasked with WIMS daily duties.

Table 5: RSFWSU RAWS sensor maintenance report for FY 2001 - (P. Sielaff/RSFWSU 2002)

     FM/FT, FT,  Non-Met Sensor  
  WS WD RH/AT SR SM/ST, TB Hardware TOTALS

Region 1 46 39 51 25 74 177 412
Region 2 37 37 56 1 35 149 315
Region 3 20 19 36 10 48 91 224
Region 4 51 52 51 19 91 198 462
Region 5 102 101 137 33 160 538 1071
Region 6 84 74 110 16 141 225 650
Region 8/9 97 95 128 2 191 182 695
Region 10 0 0 0 0 0 0 0
BLM FIELD 194 184 399 188 367 280 1612
CSEPP 134 134 82 0 7 173 530
NPS 72 72 75 11 132 247 609
OTHER 124 124 134 26 159 621 1188
FWS 44 40 37 7 67 138 333
TOTALS 1005 971 1296 338 1472 3019 8101

Region 1-10: All FS Regions; BLM FIELD: BLM RAWS and others on full ride contract; CSEPP: Chemical Stockpile 
Emergency Preparedness Program; OTHER: BIA, States, City, County, District, Private, or Commercial

Sensors: WS: anemometer; WD: wind vane; RH/AT: relative humidity/air temperature; SR: Solar Radiation
FM/FT: fuel moisture/fuel temperature; FT: fuel temperature; SM/ST: soil moisture/soil temperature; TB tipping 

bucket
Non-Met Sensor Hardware: data collection platform; antenna; solar panel; cable for sensors; telephone modem; 

battery pack; clock, keypad display; GPS
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5. Standardization of FS RAWS Duties at Regional and Local Dispatch Level. RAWS 
duties are not standardized across the FS, which result in nonstandard maintenance and 
operational procedures, which is not an optimum management strategy for such a critically 
important weather station network.

6. Increase in ASCADS Support During Fire Season. To avoid interruption of the RAWS 
data flow, ASCADS support during fire season should ideally be increased to 24 hours per 
day, 7 days per week. The RSFWSU and the BLM/NIFC/National Systems Development 
group in effect act as the ASCADS Helpdesk but only during traditional working hours. 
For example, no one was available to provide help when, over the weekend of June 8 and 9, 
2002, ASCADS crashed. A formal ASCADS help desk could have immediately fixed that 
situation.

Upgrades to Stations

1. Additional RAWS Sensors and parameters. The ability to add non-NFRDS user-speci-
fied sensors to the basic RAWS sensor suite would provide useful flexibility. This would 
provide for additional site-specific support for fire weather forecasters, meteorologists, 
climatologists, nonfire researchers such as ecological modelers, and regional modeling 
consortia. For example, monitoring soil temperature and moisture could help in improving 
the calculation of the KBDI. Depending on the number and type of sensor, the cost/benefit 
ratio need not be prohibitively high (see the appendix V CD for sensor costs). Along these 
lines, to support weather data use and research activities by the interagency fire commu-
nity (forecasting, NFDRS, fire behavior models, fire severity requests, and so forth), the 
establishment of a number of expanded RAWS similar to the experimental super-RAWS 
site in Fernberg, Minnesota discussed earlier may be useful. They could provide for 
weather data use by nonfire groups, including university research groups, mesoscale mod-
eling groups, aviation, severe weather forecasting, business applications, climatological 
analyses, air quality monitoring, and others. The number of data parameters that ASCADS 
can ingest should be increased and made adjustable depending on the need and uses of the 
station owner/operators. The latter is part of the ASCADS patch currently (spring/summer 
2003) being implemented.

2. Faster Paced Upgrades. The ongoing RAWS upgrade program addresses many RAWS 
problems. However, the pace might be quickened to replace existing 1980s technology. 
An example of aging stations still in service was found in the Washington-Jefferson NF, 
Virginia: all stations visited were Forest Technology Systems FTS11 models; all are well 
maintained and data are currently being retrieved via telephone (at the local and national 
levels). These stations will become obsolete and non-NFDRS 2000 compliant within 2 to 3 
years. Unfortunately the Washington-Jefferson NF does not have the funds to upgrade to a 
GOES capable system at the present time.

3. New Emerging Sensor Technologies. There are a vast number of manufacturers of me-
teorological equipment and sensors in addition to those used at present by the RAWS. Our 
sensor survey (appendix V and attached CDROM) was included to give planners, manag-
ers, and operators associated with RAWS a thorough listing of available sensors for use in 
gathering fire weather data. Although standardization makes for ease of maintenance, it 
makes sense to keep abreast of new sensor technologies. The question must be asked: Could 
some of these other manufacturers provide less expensive, more reliable equipment without 
sacrificing data quality?

4. Solar Radiation (SR) Data Collection Protocol and Sensor Placement. The instanta-
neous SR measurement problem is being corrected; however, sensor placement is still not 
optimal for SR measurements, at least on Handar (lunar lander) frames. At present, the in-
strument is mounted on the top cross beam adjacent to the rain gauge (painted white or light 
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gray). Reflection from the rain gauge could affect SR readings, so we recommend that the 
sensor be raised to at least to the same height as the top rim of the rain gauge. An alternative 
placement is at the top of the mast if it can support the SR sensor weight.

5. More Frequent and On-Demand Outputs. Increase station transmission frequency to two 
and possibly four times per hour as weather affecting fires can and often does changes at 
these temporal scales. This increase in transmission frequency is currently being planned 
for. Fire danger indices and components also change rapidly – in less than 24 hours – in re-
sponse to rapidly changing weather as well as diurnally. We recommend that these outputs 
be calculated hourly or possibly on demand during the fire season and especially during an 
incident or prescribed burn.

6. Verification of Conformity of Station to New NFDRS Standards. We note that there does 
not appear to be a specific plan to switch from the old to new NFDRS RAWS standards.

Upgrades to Product and Data Retrieval Systems

1. Continued Development of WFAS. The Wildland Fire Assessment System (WFAS) gen-
erates valuable products that are used and understood by both meteorologists and nonme-
teorologists from dispatch centers to regional coordination centers (see above and appendix 
G). For these reasons, the continued development of WFAS and its products is in order.

2. Support for ASCADS Re-engineering. ASCADS is at the beginning of a reengineering 
process. Five priority upgrades will hopefully be implemented within 1 year; additional 
items will be added in stages (discussed above in the RSFWSU Strategic Plan in spport of 
NFDRS 2000 standards). It is critical to include in this plan both Quality Assurance and 
Quality Control of RAWS data. One suggestion is to produce a master list of watchdog 
criteria which would be used to determine numerical limits of metadata in ASCADS and to 
correct metadata discrepancies between ASCADS and WIMS. The watchdog criteria exist 
(appendix P), but the authors were unable to locate the actual numerical values short of log-
ging on each individual station through ASCADS.

3. Support of GACCs and Predictive Service Participartion in RAWS. Regional 
Geographic Area Coordination Center (GACC) Predictive Services have been in active 
operation for almost 2 years. In addition to the services and products discussed above, 
new and unique products are being generated. GACC meteorologists have taken personal 
interest in the RAWS within their own areas and in some cases have taken over QA/QC of 
data, maintenance and other site activities. It may be reasonable to establish a permanent 
mechanism for these GACC meteorologists to assume RAWS responsibilities.

4. Correct Data Discrepancies. It should be a priority to plan for correction of errors in 
the existing WIMS/KCfast 13:00 observation climatology; correction of the RAWS data-
truncation problem; automation of the daily 13:00 hour RAWS human interface to ensure 
data accuracy; and combine ASCADS and WIMS station classification schemes, including 
auditing station inventories to track the number of RAWS stations in the system.

5. Combination of ASCADS and WIMS functions in One Application/Database: It is 
obvious that the functionality of ASCADS and WIMS overlap and that that overlap is the 
cause of some problems in the integrity of the RAWS data itself. The combination of these 
databases and information management systems into one application is considered in the 
RSFWSU Strategic Plan. It would also most likely provide a cost saving.

Other

1. Periodic Reviews. Periodic reviews of regional FS RAWS programs would result in greater 
uniformity and accountability at dispatch and regional levels and provide a check for prop-
er maintenance and operating procedures. In turn, it would ensure that high-quality data 
reaches ASCADS and WIMS.
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2. Exploration of Outsourcing of Limited RAWS Functions. Forest Service RAWS op-
erating costs are roughly $1,350 per year per station, and about $1.1 million per year for 
the entire FS network. Could the private sector manage and maintain the RAWS network 
(functioning as an outsource) at the field level more efficiently? Could these functions be 
outsourced? Basic RAWS data collection and delivery and field maintenance might be out-
sourced while retaining the functionality of the data processing for value-added fire use 
products. If such changes were ever made, we strongly recommend that data handling, 
access, and retrieval functions remain within the land management agencies: specifi-
cally within the operational fire interagency management government community. It 
would be a costly and a significant mistake to allow privatization of the data and its 
use because data is needed by users regardless of ability to pay.

3. QA/QC of All RAWS Metadata. All RAWS metadata and data must be critically and 
objectively examined – a QA/QC process. This has been done for all RAWS in California 
(Brown and others 2002) and is beginning in FS Regions 2 and 3 (T. Mathewson and C 
Maxwell, personnal communication 2002) but not for the entire network. Such a study is 
overdue.

4. Unification of RAWS under One Management Authority. It is clear after reading this 
report that it is difficult to thoroughly grasp the RAWS program and describe the exact 
direction it is moving. Several entities are working on several upgrades, some coordinated, 
some not. Perhaps a single interagency authority to operate RAWS is in order.

Conclusion
The RAWS monitoring network is a national asset and is functioning, even with the inef-

ficiencies of being a multiagency network with many user and owner choices for individual 
station’s operation. At the FS level, station and data quality vary with management of the net-
work within each region. The BLM funds and operates its RAWS stations from the national 
level, top down, under a single quality assurance (QA) authority, while in the FS each Region 
determines its own management approach.

Individual stations meeting NFDRS standards provide data in support of fire weather fore-
casting and for calculating fire danger rating indices – the primary mission of the network. 
The entire network is in perpetual transition as hardware and software are upgraded and 
data transmission is streamlined. Apart from the standard maintenance and upgrade sched-
ule for RAWS stations, there are other factors driving this process. An increasing number 
of institutions other than those directly involved with fire weather (both public and private) 
are requesting and using RAWS data for fire and nonfire uses and applications. Even more 
important, the Federal interagency fire community is demanding more frequent and higher 
quality weather data for more precise and timely calculation of fire danger indices and com-
ponents.

Streamlining, upgrading, and maintaining the network are priorities for those directly in-
volved in RAWS management and fire business decisionmaking (K. Shelley, P. Sielaff, and R. 
Gripp, personal communication 2001). Also, suggestions have been discussed and recommen-
dations are being made to improve quality control and quality assurance (QA/QC) of data and 
metadata for NFDRS calculations. The new NFDRS 2000 protocol is designed to ensure that 
each NFDRS station and its sensors receive regularly scheduled maintenance and calibration. 
The NFDRS 2000 (NWCG 2000) establishes strict standards and procedures for NFDRS 
stations that are necessary to maintain a high level of QA/QC. Changes in the RAWS data 
transmission pathway are also under consideration: a DRGS has been installed at NIFC so that 
GOES can transmit data directly to Boise for ingestion by ASCADS. RAWS administration, 
maintenance, and first response personnel in a given FS Region provide critically important 
support and are directly involved in data QA/QC.
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Finally, separating RAWS monitoring from the overall RAWS function, there are errors in 
existing official RAWS databases that are accessed daily to provide managers with indicies used 
for fire resource deployment decisions—some of these errors are potentially life threatening.

This review has hopefully integrated the general knowledge base of RAWS information, 
and provided an understanding of the network. A consideration of its findings will improve 
RAWS efficiency and performance.

Glossary of Terms and Acronyms

209: Specific fire incident report form; accessed through NIFMID; must be filed daily during 
an incident.

ACC: Area Coordination Center; for example RMACC is the Rocky Mountain Area 
Coordination Center in Lakewood, CO. The Southwest ACC is in Albuquerque, NM.

ADAS: Advanced Regional Prediction System Data Analysis System.

Adjective fire danger rating: An application of NFDRS indices and components based upon 
the primary station fuel model and staffing index (such as ERC or BI). Used primarily 
for public information releases, and fire and resource management decision making.

AFFIRMS: Administrative and Forest Fire Information Retrieval and Management System; 
proto-weather information management system replaced by WIMS in 1993.

AMIS: Aviation Management Information System; generates aviation use reports for FS re-
gions; accessed through NIFMID.

ARF: Arapahoe-Roosevelt National Forest.

ARS: Air Resource Specialists, Inc.; environmental/atmospheric consulting company based 
in Fort Collins, CO.

AFFIRMS: Administrative and Forest Fire Information Retrieval and Management System; a 
computerized proto-weather information management system; no longer in use.

ASCADS: Automated Sorting Conversion and Distribution System, BLM-administered (in-
teragency) database/ system used as a primary method of retrieving data from the GOES 
(see below) satellite and forwarding to BLM Web server, WIMS, the NWS, and the 
WRCC. (ASCADS ingests the retrieved RAWS data from DOMSAT and sorts it into a 
relational database that is menu driven but DOS-based.) It is used for metadata storage, 
maintenance documentation, and produces watchdog alerts. ASCADS is a single source 
for all RAWS data such as maintenance history, sensor suite, location, route, and raw 
weather data; but it is not a long-term storage archive. It is essentially a pump convert-
ing data derived from GOES/Wallops Island/DOMSAT to formats accessible to other 
systems.

ASOS: Automated Surface Observing System; sponsored by the NWS, DoD, and the FAA.

ASTM: American Society for Testing and Materials.

AT: Air temperature; measured in degrees Fahrenheit .

AWIPS: Advanced Interactive Processing System; a NWS application used for interactive pro-
cessing, display of hydrometeorological data, and the rapid disseminations of warnings 
and forecasts in a highly reliable manner.

AWOS: Automated Weather Observing System; primarily located at airports; maintained by 
the FAA or State, local or private organizations.
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AWS: Automatic Weather Station, non-GOES telemetered station.

BEHAVE: A fire behavior model; it is a Windows application used to predict wildfire be-
havior for fire management purposes and uses a minimum amount of site-specific input 
data to predict fire behavior for a single point in time and space. The current version is 
BEHAVEPlus 1.0.

BIA: Bureau of Indian Affairs.

BI: Burn index; see appendix B.

BLM: Bureau of Land Management; part of the USDI (see below).

BP: Barometric pressure.

CDF: California Department of Forestry.

CEFA: Climate, Ecosystem, and Fire Applications; a research group that is part of the DRI 
Division of Atmospheric Sciences, Reno, NV, that is concentrating on fire weather ap-
plications. Has carried out numerous climatological and QA/QC studies using RAWS 
data.

CIFFC: Canadian Interagency Forest Fire Centre.

CIRP: Cooperative Institute for Regional Prediction; is developing a Web site for the display 
of recent RAWS data at hourly, daily, and weekly times scales. A collaborative project 
between the RMACC and Eastern Great Basin CC.

Components: Calculated (by the NFDRS model) values related to fire danger, for example, 
spread, energy release, and ignition components.

COTS: Commercial off-the-shelf, referring to a package of software or program or hardware 
available for purchase and use from a commercial vendor.

CSEPP: Chemical Stockpile Emergency Preparedness Program; deals with chemical and 
weapons emergencies.

DAWG: Data Administration Working Group.

DAPS: Data Collection System (DCS) Automated Processing System; all simply known as 
DAPS.

DCP: Data Collection Platform; data-logger of the RAWS.

Delta temperature: Vertical difference in temperature, in air used for atmospheric stability, in 
soil used for heat transport direction and intensity.

Dimensionality: Dimensionality may be viewed as an attempt within the logical mind to re-
solve the hierarchy of energy into discrete bands, or ranges of experience, so that they 
may be referenced separately. The reality is that there is no separation. There are no clear 
boundaries between one vibrational experience and another. There is only a gradation, 
a phasing of varying states experience. These altered states of awareness are known as 
dreams. Though deceptively simple in appearance, this premise of “oneness” has proven 
difficult to resolve within the rational mind. The ancient texts however have offered this 
very concept, through many different languages, for thousands of years. (Braden 1977)

DOBS: Display observation.

DoD: Department of Defense.

DOE: Department of Energy.

DOMSAT: Domestic satellite transmits RAWS data from Wallops GOES ground station to 
ASCADS.
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DRI: Desert Research Institute is a part of the University and Community College System of 
Nevada. DRI pursues a full-time program of basic and applied environmental research 
on a local, national, and international scale. Areas include water resources and air qual-
ity, global climate change and the physics of the earth’s atmosphere.

EOS: Earth Observing System; a long-term NASA project and the center piece of NASAs 
Earth Science Enterprise.

EPA: Environmental Protection Agency (USA).

ERC: Energy release component; see appendix B.

FAA: Federal Aviation Administration.

F&AM: Fire and Aviation Management, Forest Service, Washington Office responsible for 
national RAWS systems.

F&AM Applications Helpdesk: Fire and Aviation Management Applications Helpdesk; 
real time help via telephone with WIMS, KCFast, SIT, 209, Pocket Cards, AMIS, and 
FEPMIS (1-800-253-5559 or 1-208-387-5290).

FAQ: Frequently asked question.

FARSITE: Fire Area Simulator 2.0; spatially referenced fire behavior model.

FCAMMS: Fire consortia for advance modeling of meteorology and smoke, mesoscale 
weather forecasting centers.

FDWT: Fire Danger Working Team; part of the NWCG (see below).

FEMA: Federal Emergency Management Agency.

FEPMIS: Federal Excess Property Management System; accessed through NIFMID.

FF+ or FFP: Fire Family Plus; a desktop computer application used widely for fire weather 
and occurrence analysis (see appendix B for more details).

Fire danger indices: e.g. Burn Index (BI), NFDRS, 100-hr fuel, etc.

Fire season: Generally, May 1 through October 31, but it depends on the area.

Fire use: Prescribed burns and wildfires that are allowed to burn to achieve management goals.

FM: Fuel moisture as percent of oven dry weight.

FPI: Fire Potential Index; experimental, uses satellite derived greenness, a NFDRS fuel model 
map, and calculated 10-hour fuel moisture to determine potential fire danger, scale 
ranges from 0 percent (low) to 100 percent (high).

FRWS: Fire RAWS; portable weather stations deployed during an incident or prescribed burn.

FS: Forest Service.

FSL: Forecast System Laboratory conducts applied meteorological research and development 
to improve and create short-term warning and weather forecast systems, models, and 
observing technology.

FT: Fuel temperature measured in degrees Fahrenheit.

FTP: File Transfer Protocol, process used to transfer files between different types of systems 
(such as internet, pc to pc, servers, and so forth).

FTS: Forest Technology Systems, Ltd. is a Canadian company that sells fully operational 
RAWS stations. Handar, a subsidiary of Vasaila, Inc. and Campbell Scientific Inc. and 
FTS are the current three major suppliers of RAWS stations.
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Fuel model: A simulated fuel complex for which all fuel and site descriptors (such as type of 
fuels, slope, aspect, climate class, and so forth) required by the NFDRS model have been 
supplied.

FWS: Fish and Wildlife Service.

FWWT: Fire Weather Working Team.

Frozen: Opposite of green-up, frozen and green-up dates are specific to each RAWS, each fire 
season.

GACC: Geographic Area Coordination Center; regional level fire business coordination center.

GeoMAC: Geospatial Multi-Agency Coordination Group.

GMT: Greenwich Mean Time or Universal Time Coordinate (UTC).

GOES: Geostationary Operational Environmental Satellite, the satellite used for data relay 
from NFDRS weather stations to ASCADS.

GPS: Geo-Positioning System.

Green-up: The beginning of a new cycle of plant growth used within the NFDRS model.

Haines Index: Also called the Lower Atmosphere Stability Index (LASI); calculated from 
the difference in temperature of two atmospheric levels and dew-point depression (see 
Haines 1988).

HOIC: Human caused occurance index.

HUB: Multimodem PC housed at NITC calling telephone telemetered weather stations, deliv-
ering the data to WIMS.

IIAA: Interagency Initial Attack Assessment.

IAMS: Initial Attack Management System; no longer in use, replaced by the BLM/NIFC 
Wildland Fire Management Information system in the late 1990s.

IC: Ignition component; see appendix B.

IMET: Incident Meteorologist; a NWS meteorologist issuing fire weather forecasts from 
Weather Forecast Offices. The term IMET has also been used for GACC meteorologists 
when they work in the field on fires.

Incident Report: A brief report on a wildland fire containing information resources available, 
local weather, size of burned area, expected containment date, and so forth. This form is 
either e-mailed or faxed to a local Forest or Regional (GACC) dispatch center.

IRMWT: Information Resource Management Working Team, chartered to identify policy-
level information issues that affect, or are likely to affect, interagency fire management 
activities and to provide advice to NWDG members on how to address those issues 
through information and communication systems.

ISO 9000: International Organization for Standardization.

IWOS: Incident Weather Observing System; new portable fire RAWS under development.

JABOWA: Forest stand growth model; named after the original developers.

KBDI: Keetch-Byram Drought Index; a measure of cumulative moisture deficit in deep duff 
and organic soils; used as an input in the 1988 NFDRS model.

KCFast: Kansas City Fire Access Software; long term RAWS data archive; part of NIFMID.

LAL: Lightning activity level; a numerical rating ranging from 1 to 6 that represents observed 
or forecast strike frequency and characteristics of cloud-to-ground (CG) lightning for a 
fire zone.
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LOI: Lightning Occurrence Index; a numerical rating of the potential for lightning caused fires.

LST: Local Standard Time.

MCOI: Man Caused Occurrence Index; a numerical rating of the potential for human caused 
fires.

Metadata: information about information; usually nonnumeric. For example as this relates to 
RAWS the station catalog is a metadata file containing general information about the 
station/site (station ID, site description, State and county codes, lat/long, station type and 
name, station owner, conversion codes, access control, site physical description, and so 
forth) and NFDRS parameters (fuel model(s), live fuel type, climate class, annual pre-
cipitation, lat/long, and so forth).

METAR: Meteorological Aviation Routine Weather Report.

Meteograms: A time graph of several meteorological elements on a single plot such as AT, 
dew point, and RH).

MIE: Company that manufactures instrumentation (called DATA RAWS) for smoke particu-
late monitoring.

MODIS: Moderate Resolution Imaging Spectroradiometer; high-resolution satellite images.

MOS: Model Output Statistics.

NAGFDR: National Advisory Group Fire Danger Rating; recently renamed the Fire Danger 
Working Team.

NASF: National Association of State Foresters.

Natural Resource Project-EOS Training Center, University of Montana, Missoula MT: Offers 
training and workshops for natural resource managers in the use of advanced satellite and 
model applications available for evaluating difficult landscape-level measurements – fire 
business decisionmaking. Collaborates with the USDA Forest Service, Rocky Mountain 
Research Station (RMRS) - Fire Sciences Laboratory/WFAS development group (among oth-
ers) in the development of Surface Moisture Index (SMI) maps and smoke/visibility and wild-
land fire detection/monitoring programs; the last two involve the use of satellite imagery.

NCAR: National Center for Atmospheric Research.

NCEP: National Centers for Environmental Prediction.

NDVI: Normalized Difference Vegetation Index.

NESDIS: National Environmental Satellite Data Information Service; provides access to 
global environmental data from satellites and other sources. Formed in 1980 by combin-
ing the National Environmental Satellite Service (NESS) and the Environmental Data 
Service (EDS) two line offices of NOAA, NESDIS acquires and manages the United 
States operational environmental satellites, provides data and information services, and 
conducts related research.

NFDRS: National Fire Danger Rating System; a computer model that calculates fire danger 
rating indices and components, used for fire business decisionmaking and as a manage-
ment decision tool. The NFDRS set of computer programs and algorithms allows land 
management agencies to estimate the current day’s and the following day’s fire danger at 
multiple scales and areas. NFDRS characterizes fire danger by evaluating the approxi-
mate upper limit of fire behavior in a fire danger rating area during a 24-hour period. 
Calculations of fire behavior are based on fuels, topography and weather: the fire tri-
angle. NFDRS output gives relative ratings of the potential growth and behavior of any 
wildfire. Fire danger ratings are guides for initiating presuppression activities and select-
ing the appropriate level of initial response to a reported wildfire rather than detailed 
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real time site-specific information. NFDRS computations are based on once daily, mid-
afternoon observations (2 p.m. LST) from the Fire Weather Network comprising some 
1,500 weather stations throughout the conterminous United States and Alaska. These 
observations are sent to WIMS where they are processed by NFDRS programs. Many of 
the stations are seasonal and do not report during the nonfire season.

NF: National Forest.

NFMAS: National Fire Management Analysis System; a strategic fire management and bud-
get planning tool based upon a cost-benefit analysis of firefighting activities to support 
fire program budget requests. NFMAS was later adopted by other non-FS wildland fire-
management agencies. NFMAS-based analyses affect the composition, structure, and 
budgets of fire-management organizations.

NICC: National Interagency Coordination Center; based in Boise, ID.

NIFC: National Interagency Fire Center.

NIFMID: National Interagency Fire Management Integrated Database, database/warehouse 
for archiving fire business/management information; includes RAWS weather observa-
tions.

NIST: DOC, National Institute for Standards and Technology, Boulder, CO.

NITC: National Information Technology Center, located in Kansas City, MO; the NIFMID/
WIMS/KCFast host.

NMAC: National Multi Agency Coordinating Group; part of NICC (see above).

NOAA: National Oceanographic and Atmospheric Administration, Department of 
Commerce.

NPS: National Park Service, Department of Interior.

NST: National System Team, Information Systems Team for F&AM fire applications.

NWS: National Weather Service, each afternoon NWS Fire Weather Forecasters from the 
National Weather Service also analyze these local observations and issue forecasts for 
fire weather forecast zones.

NRC: Nuclear Regulatory Certification.

NWCG: National Wildfire Coordinating Group, an interagency group established to coor-
dinate programs of the participating wildfire management agencies. Interagency fire 
weather and fire danger working teams within this group make recommendations for 
network and individual station life-cycle management, network standards, better plan-
ning, and technology transfer.

O: The 13:00 hour observation, which is the observation used in the fire danger model.

ORACLE: A commercial computer database system.

OSHA: Occupational Safety and Health Administration.

PacNW: Pacific Northwest; common acronym for this FS Region.

PCHA: Personal Computer Historical Analysis.

PC: Personal computer.

PD: Position Description; an FS document detailing job duties and responsibilities.

Pocket Card: The Fire Danger Pocket Card is a method of communicating information on fire 
danger to firefighters. The objective is to lead to greater awareness of fire danger and 
increased firefighter safety. The Pocket Card provides a description of seasonal changes 
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in fire danger in a local area using graphics and short text. It is used by both local and 
out-of-area firefighters.

Predictive Service Meteorologist: A new breed of meteorologist who work for Federal land 
management agencies in GACCs. They provide “predictive” services for fire business 
purposes as opposed to forecast services provided by NWS. The distinction is a matter of 
semantics and forecast authority.

PSD: EPA Prevention of Significant Deterioration monitoring.

R: All non-13:00 hour observations; they are not used in the NFDRS model; commonly called 
the RAWS observations.

RAWS: Remote Automatic Weather Station, fire weather station network.

Red flag warning: Initiated when weather conditions are such that fire danger is high.

Remote Sensing Unit:

RH: Relative humidity; measured in percentage

Rocky Mountain Area Fire and Aviation Management Web site: This Web site for the Northern 
Rockies Coordination Center provides links to fire intelligence, fire weather, fire danger, 
training, incident management, fire aviation, other GACC’s, and so forth.

RMACC: Rocky Mountain Area Coordination Center, Lakewood, CO.

RMRS: Rocky Mountain Research Station, USDA Forest Service.

RSFWSU: Remote Sensing Fire Weather Support Unit (also known as the Boise Depot); op-
erated by the BLM as an interagency weather station repair and maintenance facility 
located in Boise, ID.

RUC2: Rapid Update Cycle version 2; a numerical weather forecast model.

S-491: Basic intermediate level National Fire Danger Rating System course; taught at various 
times in different parts of the country at Regional training centers, such as Redding, CA, 
Missoula, MT, and other places.

SC: Spread component; see appendix B.

SIG: Special interest group, as used in grouping one or more RAWS data sets for fire applica-
tions in WIMS and FF+.

SIT: Interagency Situation Report: report form typically filled out at the dispatch center level 
forwarding to regional level; accessed through NIFMID.

SNOTEL: SNOwpack TELemetry; sponsored by the Natural Resources Conservation Service 
(NRCS); collects and transmits snowpack and related climatic data.

SOP: Standard operating procedure.

SOW: State of the weather; scale of 1 to 9: clear to thunder storms. A SOW of 5,6,7 will zero 
out all NFDRS indices and components.

SR: Solar radiation; usually measured in watts/m2.

SWACC: Southwest Area Coordination Center, Albuquerque, NM.

TREGRO: A tree physiology simulation model that predicts the growth and patterns of carbon 
allocation expected for an isolated tree exposed to various levels of ozone, nutrient stress, 
and water availability.

Tx: Abbreviation for transmission.

USDA: United States Department of Agriculture.

USDAFS: United States Department of Agriculture Forest Service.
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USDAFS RAWS Web site: Official RAWS Web site provides an introduction to RAWS and an 
overview of the network, including history, description, rationale for it’s establishment, 
news, technical information, FAQ’s, contacts, and many links.

USDI: United States Department of the Interior.

USGS: United States Geological Survey.

VOR: Very High Frequency Omnidirectional Radio Range.

Watchdog: Automated alert process in ASCADS for assessing weather station performance.

WD: Wind direction.

WFAS: Wildland Fire Assessment System; Web-based interface providing weather and 
NFDRS products, primarily maps. WFAS-MAPS generates national maps of selected 
fire weather and fire danger components (ignition, energy release, and spread compo-
nents) of the NFDRS. To generate these maps, WFAS queries WIMS each afternoon for 
the daily weather observations.

WFMI: Wildland Fire Management Information; a BLM managed fire weather database it 
replaced the BLM Initial Attack Management System (IAMS) in the late 1990s.

WFO: Weather Forecast Office; part of the National Weather Service (NWS).

WIMS: Weather Information Management System; weather information database; also the host 
for the NFDRS model. WIMS archives (short term) and manages all RAWS data (GOES 
and non-GOES). The 13:00-hour data points are permanently archived, but the 24 hourly 
points are kept for 1 year. WIMS, which was implemented in 1993, was developed as a 
cooperative venture between the Forest Service Weather Program and Fire & Aviation 
Management (F&AM) staffs. WIMS also provides station metadata, fire history, and 
other information,and is accessible via the Internet (user name and password protected).

WO: Washington Office of the USDA Forest Service.

WRAP: Western Regional Air Partnership is a collaborative air quality related effort of tribal, 
state, and various Federal governmental agencies organized to implement the recom-
mendations of the Grand Canyon Visibility Transport Commission (GCVTC) and to 
develop technical and policy tools needed by Western States and Tribes to comply with 
the Environmental Protection Agency (EPA) regional haze regulations.

WRCC: Western Regional Climate Center is one of six regional climate centers in the United 
States, is administered by NOAA and specifically by the National Climate Data Center 
and NESDIS. The mission of the WRCC is to archive and distribute climate data and 
information; promote better use of this information in decisionmaking, conduct applied 
research related to climate; and improve coordination of climate-related activities rang-
ing from local to national scales.

WS: Wind speed.

WWV: Call sign for worldwide universal time radio transmission; used for clock synchroniza-
tion on RAWS.
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Appendix A. Lists of RAWS-Related Entities and Web 
Sites

1. Related Entities
Institution, Dept.,  Agency 
Database, etc. Affiliation Relation to RAWS/Comments

Arapaho Roosevelt NF USDAFS Arapaho Roosevelt NF dispatch center –  fire information for ARNF; 
Interagency Wildfire  provides links to other wildland fire sites. Operates RAWS in ARNF.
Dispatch

Automated Sorting, BLM Receives RAWS data from DOMSAT and stores data for 
Conversion, and  30 days. Re-distributes fire weather data to WIMS, WRCC,
Distribution System  BLM/NIFC databases.
(ASCADS)

Boise Fire Weather NOAA NOAA/NWS fire weather web site for southern ID. Links to recent RAWS data.

Climate, Ecosystem, DRI/Univ. A research division of the DRI concentrating on fire weather 
and Fire Applications Nevada applications. Has carried out numerous climatological and QA/QC studies 
(CEFA)  using RAWS data. 

CA Wildfire Coord. Group Interagency Southern CA Fire Operations web site; displays RAWS data for S.CA.

Fire Application User USDAFS Internet web page listing fire related software and their user guides – both 
Guides  can be downloaded.

Fire & Aviation USDAFS FS section working to advance technologies in fire business management 
Management Washington  and suppression, maintains and improves mobilization and tracking 
Office  systems. Provides funding for the RAWS network and RAWS databases.

Forecast Systems NOAA FSL conducts applied meteorological research and development to improve 
Laboratory (FSL)  and create short-term warning and weather forecast systems, and models. 
  Uses the RAWS data set among others. 

Geospatial Multi- USGS/ Map-intensive web site, provides recent RAWS data, mapped locations across the  
Agency Coordination GEOMAC United States.
Group 

Geostationary Operational NASA GOES home page; satellite initially used for global weather monitoring now
Environmental Satellite   also used for data transmission relay for RAWS.
(GOES)

Interagency Geographic Interagency A web site with links to regional GACC sites. GACC Predictive 
Area Coordination GACC Services use RAWS data for fire weather guidance.
Center’s 

Kansas City Fire Access Interagency Long-term RAWS data archive (13:00 hr obs.) and mid-term (18 month)
Software (KCFast)  archive of all obs. See text and Appendix D.

MesoWest University Meso-scale forecasting (MM5) group based at the Univ. Utah; see 
 of Utah text for brief description. Uses RAWS data set among others.

MM5 Smoke and Fire Univ. of Smoke and fire weather information/resources, MM5 forecast 
Weather Resources Washington output etc. Part of the Northwest Regional Modeling Consortium based at 
  the University of Washington, Seattle. See FCAMMS.
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MODIS – Moderate NASA High-resolution satellite images; instruments deployed on the EOS Terra and 
Resolution Imaging  Aqua satellites. Can detect thermal sources such as fires. Not RAWS-
Spectroradiometer  related as such but used for fire support.

MODIS Rapid Response University Satellite imagery of active fires in the continental United States; taken with the – 
Web Fire Maps of Maryland Moderate Resolution Imaging Spectroradiometer.

National Fire Danger NWS/Inter- A NOAA web site providing a very good summary of the NFDRS 
Rating System (NFDRS) agency which uses RAWS data.

National Fire Plan Interagency Overview, links to other sites, firefighting, rehab., fuels reduction, community 
Web Site  assistance. Link to NFP maps by the GeoMAC group.

National Fire Weather NOAA/NWS A NWS Forecast Office, Boise ID. Links RAWS data access from the NWS by state.
/National Weather Service

National Interagency Interagency The nation’s support center for wildland firefighting; coordinates and 
Fire Center (NIFC)  supports wildland fire and disaster operations.

National Interagency Interagency BLM fire weather data archive at NIFC – most recent 12/24 hour. Hosted by 
Fire Center (NIFC)/  BLM. RAWS data access for local/dispatch center users. Password protected.
BLM Weather

National Interagency Interagency National interagency Coordination Center; national center for coordination 
Coordination Center  and support of wildland fire fighting.
(NICC)

National Wildfire Interagency An operational group designed to coordinate programs of the participating 
Coordinating Group  wildfire management agencies. Sets standards for RAWS stations and 
(NWCG)  procedures.

National RAWS Data NWS NWS list of RAWS stations by state with access to recent data.
Server/NWS, Boise

Natural Resource University Links to fire and climatological applications; maps of surface moisture 
Project-EOS of Montana stress, temperature, precipitation, etc.
Training Center

NFDRS Forecasting NOAA Instructions for NWS fire weather forecasters on using RAWS data for 
for forecasters  NFDRS modeling. 

Northwest Coordination Interagency Pacific Northwest Region GACC. Uses RAWS data for fire business 
Center (NWCC)  guidance.

Numerical Weather Data UCAR Central web site providing links to meso-scale weather modeling groups. All 
  use RAWS data to help parameterize forecasting models, but not exclusively.

NWS/Portland Fire NOAA/NWS Web site for Portland OR area forecasts, clickable maps, fire weather etc. 
Weather Program  NOAA/NWS local office. Access to RAWS and METAR data.

RAWS/AWS USFS USDAFS Internet links to configure PC’s for ASCADS and links to technical notes for 
Fire Application Support  RAWS/AWS and the HUB.

RAWS Contact List Interagency USFS, NPS, BLM and FWS regional coordinator’s telephone and email 
  contact list.

RAWS Model output NWS Guidance for making forecasts using RAWS data. A statistical approach.
statistics (MOS)

Institution, Dept.,  Agency 
Database, etc. Affiliation Relation to RAWS/Comments
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RAWS Temperature/ BLM A statistical assessment/interpretation of the max and min temperature
Humidity  and humidity for some key RAWS in the PacNW based on regression
Forecast Guidance  equations.

RAWS: Remote Automated USDAFS Official USFS RAWS site, many links. An excellent web site to begin 
Weather Stations  learning about the RAWS network.

Remote Sensing Fire BLM Location in Boise ID (at NIFC) where all maintenance and
RAWS   calibration of Weather Support Unit equipment is carried out.
(RSFWSU)

Rocky Mountain Area USDAFS Site provides internet links to fire weather, red flag warnings, NWS 
Fire and Aviation  websites, RAWS data access, and more for the Rocky Mtn. Region.
Management

Scripps Institution of Univ. CA Developing fire management products from the ECPC regional 
Oceanography/ San Diego spectral model (RSM) and performing verification analysis of RSM fire 
Experimental  forecast products. Both in collaboration with CEFA.
Climate Prediction
Center (ECPC)

University of Utah- University Access to RAWS fire weather data, data summaries, model (MM5) 
Cooperative Institute of Utah products, and maps. Parts still under development.
for Regional Prediction

USFS Fire Applications USDAFS User guide for SIT – how to and what to input for the first step in creating 
Support-SIT User Guide  the National (fire) Situation Report. Done from the Dispatch Center level. 
  The form requires some general weather data input.

USFS National USDAFS Internet home page for the USDA Forest Service.
Home page

USFS/PacSW/Riverside USDAFS USFS laboratory conducting research in fire weather forecasting, fire 
Fire Laboratory  behavior, and fire management.

USFS Southwest Region- USDAFS USFS Southwest Region (R3) internet home page for fire operations: fire 
Wildland Fire Operations  weather and intelligence, incident management, and predictive services. 
  Access to regional RAWS data. 

USFS/RMRS/Missoula USDAFS The Fire Sciences Lab (FiSL), an arm of the Rocky Mountain Research 
Fire Science Laboratory  Station located in Missoula, MT, is home to the Fire Behavior Project, Fire 
  Chemistry Project, and the Fire Effects Project.

US/Satellite radar java Plymouth St. GOES infrared satellite imagery of thermal sources from Plymouth 
GIF animation College State College weather center.

Ventilation Climate USDAFS/ Mapped and graphed data of wind speed, mixing height, and ventilation 
Information System PNWRS index. Collaborative effort between USDAFS and PacNW Research Station. 
(VCIS)  Funded by USDOI-USDA-Joint Fire Science Program.

Watershed, Fish, Widlife, USDAFS FS section studying and managing watersheds, riparian systems, wildlife, 
Air, Rare Plants, and Soil  air quality, and so forth. Provides funding for NIFMID maintenance and 
  operations, for this report, and Super-RAWS, Fernberg, MN.

Weather Information USDAFS/ Internet site/page providing access to NIFMID and on to WIMS, 
Management System Interagency KCFast, PocketCards, and other non-fire related databases. NIFMID= 
(WIMS)/F&AM Web Apps.  National Interagency Fire Management Integrated Database.

Institution, Dept.,  Agency 
Database, etc. Affiliation Relation to RAWS/Comments
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Western Regional DRI/Univ. A division within the DRI; serves as a complete RAWS data 
Climate Center Nevada archive for all hourly obs. and period of record.
(WRCC)

Western Regional DRI/Univ. Welcome page for access to RAWS maps, locations, data
Climate Center Nevada summaries, lister, and so forth. Out of Service.
(WRCC)_RAWS_USA

Western Regional DRI/Univ. RAWS data/access: maps, tables, time series, wind roses, some metadata, etc.
Climate Center Nevada
(WRCC) RAWS and
METAR images and data

Wildland Fire Assessment USDAFS Provides maps of NFDRS components and indices, FWx forecasts, Haines,
System (WFAS)  KBDI, Palmer etc. See Appendix G.

Wildland Fire Assessment USDAFS A web site with links to WFAS maps and experimental products: fire 
System (WFAS) –  weather, danger ratings, drought, greenness, KBDI, indices and 
Quick Links  components, and RAWS weather data (current days and predicted).

Wildland Fire Training USDAFS Interagency list of various fire training courses.

2. List of Selected RAWS-Related Web Sites
Web Site Agency Address/Comments/Reference

Arapaho Roosevelt USDAFS http://www.fs.fed.us/arnf/fire/fire.html
NF Interagency  Arapaho Roosevelt NF dispatch center – fire information for ARNF; provides links 
Wildfire Dispatch  to other wildland fire sites. 

Automated Sorting, BLM http://www.fs.fed.us/raws/book/primer/ascadsfieldguide.htm 
Conversion, and  ASCADS tips: http://www.fs.fed.us/raws/book/primer/ascads/tips.shtml
Distribution System  These are links to a ASCADS user guide and to a file of helpful hints. RAWS
(ASCADS)  database; access is via a terminal emulator and is password protected. See
  Appendix P and body of text for more details

Boise Fire Weather NOAA http://www.boi.noaa.gov/fwx.htm
  NOAA fire weather Internet site; based in Boise, ID.

Canada Fire Canadian  http://www.nofc.forestry.ca/fire/frn/English/frames.htm
Research Service Provides information about the Canadian version of NFDRS.
Network Forest
(Canadian Forest
Service)

Canadian Centre Canadian http://www.ciffc.ca/
Interagency Forest Canadian version of NICC; members include federal, provincial, and territorial
Forest Fire Service forest fire managers.
(CIFFC)

Climate, Ecosystem, DRI/Univ. http://www.dri.edu/Programs/CEFA/
and Fire Nevada A research division of the DRI concentrating on fire weather applications.
Applications (CEFA)

CA Wildfire Interagency http://www.fs.fed.us/r5/fire/south/fwx/raws.shtml 
Coord. Group  Riverside/South Ops interagency fire forecast and warning unit.

Institution, Dept.,  Agency
Database, etc. Affiliation Relation to RAWS/Comments

http://www.fs.fed.us/arnf/fire/fire.html
http://www.fs.fed.us/raws/book/primer/ascadsfieldguide.htm
: http://www.fs.fed.us/raws/book/primer/ascads/tips.shtml
http://www.boi.noaa.gov/fwx.htm
http://www.nofc.forestry.ca/fire/frn/English/frames.htm
http://www.ciffc.ca/
http://www.dri.edu/Programs/CEFA/
http://www.fs.fed.us/r5/fire/south/fwx/raws.shtml
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DataRAM page USDAFS http://www.satguard.com/usdafs/
  Access to airborne particulate matter/smoke/visibility data from deployed
  DataRAMS at: wildfires, Rx burns, and so forth. Near real time.

Desert Research University http://www.dri.edu/
Institute (DRI) of Nevada DRI internet home page.

Fire Application USDAFS http://www.fs.fed.us/fire/planning/nist/distribu.htm
User Guides  Internet page listing software and their user guides – both can be downloaded.

Forecast Systems NOAA http://laps.fsl.noaa.gov/usfs/usfs_home.html
Laboratory (FSL)  Fire weather forecasts/guidance using the MM5/Local Analysis Prediction
  System (LAPS) mesoscale model for most of USFS Region 2.

Forecast Systems NOAA http://www.fsl.noaa.gov/
Laboratory (FSL)  FSL conducts applied meteorological research and development to improve 
  and create short-term warning and weather forecast systems, models, and 
  observing technology.

Geospatial Multi- USGS/ http://geomac.usgs.gov/
Agency GEOMAC Map-intensive site, provides RAWS data, mapped locations across the United 
Coordination Group  States. Public access does not require password.

Geostationary NASA http://rsd.gsfc.nasa.gov/goes/
Operational  GOES home page; satellite initially used for global weather monitoring 
Environmental  now also used for data transmission relay for RAWS.
Satellite (GOES)

Interagency  Interagency http://www.fs.fed.us/fire/fire_new/links/links_regional.html
Geographic Area GACC Internet links to regional GACC sites.
Coordination
Center’s

Kansas City Interagency http://famweb.nwcg.gov/
Fire Access  Long term RAWS and fire data archive; password protected,
Software  see text and Appendix D for details.
(KCFast)

MesoWest University http://meteor.met.utah.edu/mesowest/
 of Utah Mesonet and forecasting (MM5) group based at the Univ. Utah.

Mesoscale Modeling Interagency/ http://www.atmos.washington.edu/~cliff/consortium.html
Consortia: FCAMMS Northwest All have been established to provide accurate, timely, and useful fire weather 
  forecasts, link forecast information with fuel loadings and fire potential, and 
  develop improved model predictions of smoke transport and diffusion.

 Interagency/ http://www.cefa.dri.edu/Operational_Products/operational_index.htm
 California and CEFA products.
 Nevada

 Interagency/ Rocky Mountain Center
 Rocky  http://www.fs.fed.us/rmc
 Mountains

 Interagency/ http://www.ncrs.fs.fed.us/eamc/
 Eastern

 Interagency/ http://shrmc.ggy.uga.edu/
 Southern

Web Site Agency Address/Comments/Reference (section)

http://www.satguard.com/usdafs/
http://www.fs.fed.us/fire/planning/nist/distribu.htm
http://laps.fsl.noaa.gov/usfs/usfs_home.html
http://www.fsl.noaa.gov/
http://geomac.usgs.gov/
http://rsd.gsfc.nasa.gov/goes/
http://www.fs.fed.us/fire/fire_new/links/links_regional.html
http://famweb.nwcg.gov/
http://meteor.met.utah.edu/mesowest/
http://www.atmos.washington.edu/~cliff/consortium.html
http://www.cefa.dri.edu/Operational_Products/operational_index.htm
http://shrmc.ggy.uga.edu/
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MM5 Smoke and University http://www.atmos.washington.edu/gcg/smokeandfire/
Fire Weather of Washington Smoke and fire weather information/resources, MM5 forecast output, and 
Resources  so forth. 

MODIS – Moderate NASA http://modis.gsfc.nasa.gov/
Resolution Imaging  High-resolution satellite images; instrument deployed on the EOS Terra 
Spectroradiometer  and Aqua satellites. Can detect thermal sources such as fires.

MODIS Rapid University http://firemaps.geog.umd.edu/Cont_US_HTML/viewer.htm
Response Web of Maryland Satellite imagery of active fires in the continental United States; taken with the Moderate 
Fire Maps  Resolution Imaging Spectroradiometer.

National Fire NWS/ http://www.seawfo.noaa.gov/fire/olm/nfdrs.htm
Danger Rating Interagency NOAA site providing a very good summary of the NFDRS.
System (NFDRS)

National Fire NOAA/ NWS:http://www.wrh.noaa.gov/Boise/index.htm
Weather/National NWS RAWS data access: http://raws.boi.noaa.gov/rawsobs.html
Weather Service  NWS Forecast Office, Boise, ID. RAWS data access from the NWS by state.

National Climatic NOAA http://lwf.ncdc.noaa.gov/oa/ncdc.html
Data Center (NCDC)  National weather data archive, links to NOAA, NESDIS.

National Fire Interagency http://www.fireplan.gov/index.cfm
Plan Web  Overview, links to other sites, firefighting, rehab., hazardous fuel reduction, 
Site  community assistance. Link to NFP maps by the GeoMAC group.

National Interagency http://www.nifc.gov/
Interagency  The nation’s support center for wildland firefighting; coordinates and 
Fire Center  supports wildland fire and disaster operations.
(NIFC)

National Interagency http://www.nifc.blm.gov/nsdu/weather/index.html
Interagency  BLM fire weather data archive at NIFC – most recent 12/24 hour. Hosted by Fire Center 
(NIFC)/BLM  BLM. RAWS data access for local/dispatch center users. Password protected.
Weather

National Interagency http://www.nifc.gov/nifctour/nicc.html
Interagency  National interagency Coordination Center; national center for coordination 
Coordination  and support of wildland fire fighting.
Center (NICC)

National Interagency http://www.nwcg.gov/
Wildfire  An operational group designed to coordinate programs of the participating 
Coordinating  wildfire management agencies. Provides links to publications and other 
Group (NWCG)  fire sites.

National RAWS  NWS http://www.boi.noaa.gov/FIREWX/Raws/TABLES/rawsText.htm
Data Server/  NWS list of RAWS stations by state with access to recent data.
NWS, Boise

Natural Resource University http://eostc.umt.edu/forestry/default.asp 
Project-EOS of Montana Links to fire and climatological applications; maps of surface moisture 
Training Center  stress, temperature, precipitation, and so forth.

NFDRS Forecasting NOAA http://www.wrh.noaa.gov/portland/nfdrs.htm
for forecasters  Web page on NFDRS ‘how to’ for forecasters.

Web Site Agency Address/Comments/Reference (section)

http://www.atmos.washington.edu/gcg/smokeandfire/
http://modis.gsfc.nasa.gov/
http://firemaps.geog.umd.edu/Cont_US_HTML/viewer.htm
http://www.seawfo.noaa.gov/fire/olm/nfdrs.htm
http://www.wrh.noaa.gov/Boise/index.htm
http://raws.boi.noaa.gov/rawsobs.html
http://lwf.ncdc.noaa.gov/oa/ncdc.html
http://www.fireplan.gov/index.cfm
http://www.nifc.gov/
http://www.nifc.blm.gov/nsdu/weather/index.html
http://www.nifc.gov/nifctour/nicc.html
http://www.nwcg.gov/
http://www.boi.noaa.gov/FIREWX/Raws/TABLES/rawsText.htm
http://eostc.umt.edu/forestry/default.asp
http://www.wrh.noaa.gov/portland/nfdrs.htm
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NOAA Fire NOAA http://www.spc.noaa.gov/fire/
Weather site  NOAA Storm Prediction Center: fire weather forecasts.

Northwest Interagency http://www.or.blm.gov/nwcc
Coordination  Northwest region GACC.
Center
(NWCC)

Numerical Weather UCAR http://www.rap.ucar.edu/weather/model/
Data  Central web site providing links to meso-scale weather modeling pages 
  (see also Interagency Modeling Consortia).

NWS/Portland Fire NOAA/ http://nimbo.wrh.noaa.gov/portland/fwx.htm
Weather Program NWS Portland, OR, area forecasts, clickable maps, fire weather, and so forth. 
  NOAA/NWS local office.

Public Broadcasting PBS/NOVA http://www.pbs.org/wgbh/nova/fire
System  PBS/NOVA web site of a  television program about wildland fire broadcast 
  on May 7, 2002.

RAWS/AWS USFS USDAFS http://www.fs.fed.us/land/fire/planning/nist/raws_aws.htm
Fire Application  Internet links to configure PCs for ASCADS and links to technical notes for 
Support  RAWS/AWS and the HUB.

RAWS Contact Interagency http://www.fs.fed.us/raws/contacts.shtml
List  USFS, NPS, BLM and FWS regional coordinator’s telephone and 
  e-mail contact list.

RAWS: Remote USDAFS http://www.fs.fed.us/raws/
Automated  Official USFS RAWS site, many links.
Weather Stations

RAWS data  NWS http://raws.boi.noaa.gov/rawssum.html
summaries  NWS RAWS data summaries by state.
(12 and 24 hour
obs)_NWS

RAWS Fact Sheet BLM http://www.fire.blm.gov/FactSheets/raws.htm
  RAWS FAQS.

RAWS location NWS http://raws.boi.noaa.gov/rawsidx.html
information  List of all RAWS sites (NWS)by state, lat/long, elev., and abbreviated 
  list of sensor suite.

RAWS Model NWS http://www.wrh.noaa.gov/Saltlake/projects/ifp/data/RAWSMOS/rmoslist.html
output statistics  RAWS/MOS fire weather forecasts and guidance for making such forecasts.
(MOS)

RAWS Temperature BLM http://www.or.blm.gov/nwcc/nwcc-reports/rawsguide/product.htm
/Humidity Forecast  A statistical assessment/interpretation of the max and min temperature and 
Guidance  humidity for some key RAWS in the PacNW based on regression equations.

Real-time Observation University http://www.met.utah.edu/roman/
Monitor and Analysis of Utah/ Access to RAWS fire weather data, data summaries, links to model (MM5) products, 
Network (ROMAN) MesoWest maps, GACCs, NWS, and AWOS.

Regional (USFS) USDAFS Northern Rocky Mountain (R1): http://www.fs.fed.us/r1/
websites  Regional (USFS) websites – links to regional information.

Web Site Agency Address/Comments/Reference (section)

http://www.spc.noaa.gov/fire/
http://www.or.blm.gov/nwcc
http://www.rap.ucar.edu/weather/model/
http://nimbo.wrh.noaa.gov/portland/fwx.htm
http://www.pbs.org/wgbh/nova/fire
http://www.fs.fed.us/land/fire/planning/nist/raws_aws.htm
http://www.fs.fed.us/raws/contacts.shtml
http://www.fs.fed.us/raws/
http://raws.boi.noaa.gov/rawssum.html
http://www.fire.blm.gov/FactSheets/raws.htm
http://raws.boi.noaa.gov/rawsidx.html
http://www.wrh.noaa.gov/Saltlake/projects/ifp/data/RAWSMOS/rmoslist.html
http://www.or.blm.gov/nwcc/nwcc-reports/rawsguide/product.htm
http://www.met.utah.edu/firewx
http://www.fs.fed.us/r1/
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 USDAFS Rocky Mountain Area (R2): http://www.fs.fed.us/r2/
 USDAFS Southwestern (R3): http://www.fs.fed.us/r3/
 USDAFS Intermountain (R4): http://www.fs.fed.us/r4/
 USDAFS Pacific Southwest (R5): http://www.fs.fed.us/r5/
 USDAFS Pacific Northwest (R6): http://www.fs.fed.us/r6/
 USDAFS Southern (R8): http://www.fs.fed.us/r8/
 USDAFS Eastern (R9): http://www.fs.fed.us/r9/
 USDAFS Alaska (R10): http://www.fs.fed.us/r10/
Remote Sensing BLM http://www.nifc.gov/nifctour/remsens.html
Fire Weather  RSFWSU web tour plus information about the Boise Depot.
Support Unit
(RSFWSU)

Rocky Mountain USDAFS http://www.fs.fed.us/r2/fire/rmacc.html
Area Fire and  Site provides Internet links to fire weather, red flag warnings, NWS websites, 
Aviation Management  RAWS data access, and more for the Rocky Mtn. Region.

Rocky Mountain USDAFS/ http://rockys28.cr.usgs.gov/fweather_dev/viewer.htm
Area Red Flag USGS Mapped information of red flag warnings, fire weather watches as well
  as links to information on fire fuels, RAWS weather, situation reports,
  geographical features, cities, roads, and political boundaries.

Scripps Institution Univ. CA http://ecpc.ucsd.edu/
of Oceanography/ San Diego Developing fire management products from the ECPC regional spectral model 
Experimental  (RSM) and performing verification analysis of RSM fire forecast products. 
Climate Prediction  Both in collaboration with CEFA.
Center (ECPC)

University of Utah University http://www.met.utah.edu/
– Dept. of of Utah University of Utah – Dept. of Meteorology internet home page.
Meteorology

US/Satellite radar Plymouth http://vortex.plymouth.edu/psc_satrad_an.html
java GIF animation St. College GOES IR satellite imagery from Plymouth State College weather center.

USFS Fire USDAFS http://www.fs.fed.us/land/fire/planning/nist/sit_ug/situserguide2001_a.pdf
Applications  User guide for SIT – how to and what to input for the first step in creating 
Support-SIT  the National (Fire) Situation Report.
User Guide

USFS National USDAFS http://www.fs.fed.us/
Home page  Home page for the USDA Forest Service.

USFS/RMRS/ USDAFS http://www.firelab.org/
Missoula Fire  The Fire Sciences Lab (FiSL), an arm of the Rocky Mountain Research Station
Science Laboratory  located in Missoula, MT, is home to the Fire Behavior Project, Fire Chemistry
  Project, and the Fire Effects Project.

USFS/PacSW/ USDAFS http://www.rfl.psw.fs.fed.us/index.html
Riverside Fire  USFS laboratory conducting research in fire weather forecasting, fire
Laboratory  behavior, and fire management.

USFS Southwest USDAFS http://www.fs.fed.us/r3/fire/
Region-Wildland  USFS Southwest Region (R3) Internet home page for fire operations:
Fire Operations  weather, intelligence, and management. 

Web Site Agency Address/Comments/Reference (section)

http://www.fs.fed.us/r2/
http://www.fs.fed.us/r3/
http://www.fs.fed.us/r4/
http://www.fs.fed.us/r5/
http://www.fs.fed.us/r6/
http://www.fs.fed.us/r8/
http://www.fs.fed.us/r9/
http://www.fs.fed.us/r10/
http://www.nifc.gov/nifctour/remsens.html
http://www.fs.fed.us/r2/fire/rmacc.html
http://rockys28.cr.usgs.gov/fweather_dev/viewer.htm
http://ecpc.ucsd.edu/
http://www.met.utah.edu/
http://vortex.plymouth.edu/psc_satrad_an.html
http://www.fs.fed.us/land/fire/planning/nist/sit_ug/situserguide2001_a.pdf
http://www.fs.fed.us/
http://www.firelab.org/
http://www.rfl.psw.fs.fed.us/index.html
http://www.fs.fed.us/r3/fire/
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Ventilation Climate USDAFS/ http://www.fs.fed.us/pnw/fera/vent
Information PNWRS Mapped and graphed data of wind speed, mixing height, and ventilation index. 
System (VCIS)  Collaborative effort between USDAFS and PacNW Research Station.

Weather Information USDAFS http://www.fs.fed.us/fire/planning/nist/wims.htm
Management Interagency  http://famweb.nwcg.gov/
System  Internet site/page providing access to WIMS/KCFast/SIT/209/Pocket
(WIMS)/F&AM  Cards/AMIS/FEPMIS. Password protected, interactive.
Web Apps.

Western Regional DRI/Univ. http://www.wrcc.dri.edu/index.html
Climate Center Nevada A division within the DRI; serves as a RAWS data archive as well as weather 
(WRCC) +  data from other networks. Provides many other weather-related products.
multiple links

Western Regional DRI/Univ. http://www.wrcc.dri.edu/wraws/
Climate Center Nevada Welcome page for access to RAWS maps, locations, data summaries, and 
(WRCC)_  so forth. Inactive.
RAWS_USA

Western Regional DRI/Univ. http://www.wrcc.dri.edu/raws/raws2.html
Climate Center Nevada RAWS weather data access: maps, tables, ime series, wind roses, etc..
(WRCC) RAWS
and METAR images 
and data

Wildland Fire – USDAFS http://www.fs.fed.us/land/wfas/
Assessment  Provides maps of NFDRS components and indices, FWx forecasts, Haines,
System (WFAS)  KBDI, Palmer etc.
Home Page

Wildland Fire – USDAFS http://wfas.net/cgi-bin/nav.cgi?pages=wfas&mode=6&fullpageview
Assessment  Links to WFAS maps and experimental products: fire weather, danger ratings,
System (WFAS)  drought, greenness, KBDI, and indices and components.
Quick Links

Wildland Fire USDAFS http://www.fs.fed.us/fire/fire_new/training/fire_training.html
Training  Interagency list of various fire training courses.

WRCC RAWS  DRI/Univ. http://wrcc.sage.dri.edu/fire/RAWS.html
Climatology Nevada Access to Nevada RAWS climatology: single images, animations for the 
Products  period 1985-1995.

   

Web Site Agency Address/Comments/Reference (section)

http://www.fs.fed.us/pnw/fera/vent
http://www.fs.fed.us/fire/planning/nist/wims.htm
http://www.wrcc.dri.edu/index.html
http://www.wrcc.dri.edu/wraws/
http://www.wrcc.dri.edu/raws/raws2.html
http://www.fs.fed.us/land/wfas/
http://wfas.net/cgi-bin/nav.cgi?pages=wfas&mode=6&fullpageview
http://www.fs.fed.us/fire/fire_new/training/fire_training.html
http://wrcc.sage.dri.edu/fire/RAWS.html
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Appendix B. NFDRS Structure and Operations

Prior to the late 1960s, a number of fire danger rating systems were used by different land 
management agencies and in different parts of the United States; there was no consistency. 
The National Fire Danger Rating System (NFDRS) was developed to address this problem; it 
was released for use in 1972. The design resulted in a model that is scientifically based, adapt-
able by local fire managers, applicable anywhere in the United States, and fairly inexpensive to 
operate. The model was upgraded in 1978 and again in 1988; the basic structure of the present 
day NFDRS is given below in Figure B-1.

Fire danger is commonly described as: The resultant descriptor of the combination of both 
constant and variable factors which affect the initiation, spread, and difficulty of control of 
wildfires on an area. Factors such as fuels, weather, topography, and risk are integrated to 
evaluate the daily fire potential in an area. The NDDRS combines the effects of current and 
expected conditions of certain fire danger attributes into one or more adjective or numeric 
indices that reflect an area’s protection needs. The rating for an area provides the manager a 
tool to evaluate and make day-to-day (and even 2-3 days in advance) fire business decisions 
such as staffing levels, pre-positioning or re-distribution of resources, and severity requests 
(emergency funding). Danger ratings reflect the general conditions for very large areas – tens 

Figure B-1: Basic structure of the National Fire Danger Rating System (from: NWCG – Fire Danger 
Working Team. January 2002. Gaining a Basic Understanding of the National Fire Danger Rating 
System: A Self-Study Course. Sponsored by: USDA, USDI, NASF).
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of thousands of acres – affecting an initiating fire and can be calculated for both current and 
predicted conditions. The interpretation and application of NFDRS products is based upon 
four underlying assumptions:
• It relates to the potential of an initiating fire that spreads without extreme behavior, through 

continuous fuels on a uniform slope,

• Fire activity is addressed from the standpoint of containment not putting out a fire,

• Danger ratings are relative and are linearly related,

• Ratings reflect near worst-case circumstances in exposed locations and during the warmest 
and driest part of the day.

The NFDRS is comprised of three major parts:

• The parameters, constants, and formulae used to calculate fire-spread, rates of combustion, 
and ignition temperatures,

• Site descriptors (meta data) for the rating area – fuel model(s), slope class, grass type (an-
nual vs. perennial), climate class, annual rainfall, etc.

• Data used to calculate daily ratings take two forms: weather observations and the param-
eters used to control the actual calculations with the NFDRS model.

Changes in the weather can affect the daily danger ratings significantly. Quality control is 
thus extremely important - of the data itself and at every step of the data stream, as well as of 
the instruments used to collect it. The other parameters are user-defined and may change dur-
ing the course of a fire season; they include state of herbaceous vegetation, shrub type, staffing 
index thresholds, fuel moisture, season codes and greenness, and KBDI.

Today there are three processors generating daily fire danger indices and components all 
using the same computer code: WIMS, Fire Family Plus, and Fire Weather Plus. WIMS is a 
system that helps users manage weather data/information. It is also the host for the NFDRS 
and many federal and state fire and resource management agencies use WIMS to generate 
their fire danger ratings. Hourly data from RAWS across the United States are sent to WIMS 
and archived (but only for a maximum of two years) in the NIFMID for future reference and/
or analysis. Station meta-data is also stored in WIMS. The advantage of a central manage-
ment system and processor such as WIMS/NFDRS is that data are stored automatically and 
available to all users. Anyone can directly access station records, data, and outputs from any 
station in the RAWS network. The NFDRS model itself has been described in great detail by 
Cohen and Deeming (1985).

Fire Family Plus is a recently released desk-top PC Windows application operating against 
a MS Access database; version 3.1 was released in summer 2003. The package is a suite of 
modules with which the user can generate summaries of fire weather, danger ratings, and fire 
occurrence for one or more RAWS in a given area or adjacent areas from data extracted from 
NIFMID. This allows the user to analyze fire danger as it affects fire business, generating fire 
danger and climatology trends, fire business decision thresholds, fire fighter pocket cards, and 
weather and NFDRS product troubleshooting.

Fire Weather Plus is a PC-based application originally developed by Forest Technology 
Systems (FTS) to support fire danger calculations for RAWS (and other remote stations) 
marketed by the company. The developers have recently added modules enabling the user to 
interface with other (non-FTS) weather stations. Because the core of the package is the same 
code as that used by WIMS/NFDRS and Fire Family Plus, the same input parameters would 
result in the same output as WIMS/NFDRS or FF+.
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NFDRS Outputs/Products

Interrmediate
These are the modeled moistures for the different classes of live and dead fuels, which are 

in turn used to calculate the final NFDRS indices and components. Live fuel moisture (FM) 
is calculated for herbaceous and woody vegetation; parameters for both types tend to start 
low at the beginning of a fire season, reach a peak mid-season, and decline as the vegetation 
senesces. Climate class will affect values as will vegetation type within each broader class, 
thus, annuals will dry at a faster rate than will perennials.

• Dead fuel moisture is calculated based upon precipitation and relative humidity. Fuel mois-
tures are determined for each of the four time-lag fuel classes: 1 hr, 10 hr, 100 hr, and 1000 
hr; the 10 hr FM is also measured directly. The time-lag of a fuel class is proportional to 
its diameter and is loosely defined as the time it takes a fuel particle to lose (or gain) 2/3 
of the difference between the current level of moisture within the fuel and the equilibrium 
moisture content.

• The X-1000 hr FM is not a dead FM, but rather a fuel moisture recovery value and is used 
to calculate the live herbaceous FM over the course of the fire season.

Indices and Components
The ignition component (IC) is the probability that a firebrand introduced into a fine fuel 

complex will cause a fire requiring containment action. The ignition component can range 
from 0 when conditions are cool and damp, to 100 on days when the weather is dry and windy. 
Because such a fire must have the potential to spread, the spread component is one of the driv-
ers used in the calculation of the IC; the other is 1 hr FM which in turn is driven by hourly 
and daily weather (AT/RH, SOW, and indirectly WS). As a result the IC can change rapidly, 
as frequently as hour to hour.

The burn index (BI) is a number relating fire behavior to the amount of effort needed to 
contain a single fire in a particular fuel type within a rating area, and is directly driven by the 
spread component (SC) and the energy release component (ERC).

The SC is the forward rate of spread at the head of the fire in feet per minute. The SC value 
is derived from a mathematical model that integrates the effects of wind and slope with fuel 
bed and fuel particle properties to calculate the forward rate of spread. The SC is different for 
each fuel model.

The ERC is defined as the potential available energy per square foot of flaming fire at the 
head of a fire, and is given in units of BTUs per square foot. Like the SC, the ERC is unique 
for each fuel model. The rate of combustion is almost totally dependent on the same fuel prop-
erties as are considered in the SC calculation. However, the main difference in the calculation 
of the two components is that the FM of finer fuels determines SC whereas ERC calculations 
require moisture inputs of the entire fuel complex, live and dead. Because WS does not enter 
the calculation of the ERC, day-to-day variation is not large.

The fire load index (FLI) is a rating of the maximum effort required to contain all prob-
able fires in a given danger rating area during a given period of time. Because the FLI is a 
composite of the IC, SC, and ERC plus human and lightning caused risk inputs, it is highly 
variable from one administrative unit to another. This index provides no information as to 
the potential fire danger as the other indices and components do, and so is seldom used in fire 
business decision making.

The Keetch-Byram drought index (KBDI) is not a product of the NFDRS, but is a stand-
alone index used to gauge the effects of drought on fire potential. The actual value of the index 
is an estimate of the amount of precipitation (in 0.01 inches) needed to saturate soil so a value 
of 0 is complete saturation of the soil. The index only deals with the top 8 inches of the soil 
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profile, so a KBDI value of 800 (the maximum) means 8.00 inches of precipitation would be 
needed to bring the soil back to saturation. The Keetch-Byram Drought Index’s relationship 
to fire danger is that as the index value increases, the vegetation is subjected to increased 
moisture stress and begins to dry and live fuel is added to the dead fuel load in a given area. 
The KBDI can be used in combination with other 1978 NFDRS products to help in decision 
making, KBDI is a requisite input if using the 1988 NFDRS model.

Applications of NFDRS Products
Geographic Area Coordination Centers (GACCs) assess their readiness levels on a daily 

basis based upon forecast fire activity. Actions can include pre-positioning of resources, re-
calling off duty personnel, ordering additional equipment, or pre-planning dispatch and re-
sponse actions. These contingencies are all part of fire business and can be very expensive, so 
high-quality fire danger information (NFDRS product) is critical which in turn requires high-
quality data used for model input. The last includes site descriptions (fuel models and fuel 
types, climate class, slope, aspect, mean ann. rainfall etc.) and hourly and 13:00 hr weather 
data (RAWS).

For fire management pre-planning, individual GACC’s or fire danger zones must decide 
which index or component reflects the unit’s response needs. Comparison of past fire sizes 
with corresponding SC, IC, ERC, or BI can help in making this decision. Examining the 
meaning of each can help in deciding what resource is best suited in containing a fire. For 
example: how well does an individual component or index correlate to ultimate fire size? Fire 
Family Plus and NFDRS can provide these answers. Plans for initial and continued response 
to an incident can be made based on these types of analyses.

The NFDRS model also calculates fire danger adjective ratings; these are primarily for 
public use and range from low to extreme. The ratings are driven by weather, the primary 
fuel model specified for the area, the slope, aspect, climate class, and grass type, and the fire 
danger index or component associated with the fire zone.

The USFS and other land management agencies have a process whereby local units (national 
forests or ranger districts) can request additional funding to augment their basic fire suppres-
sion budget. Criteria for such severity requests require supporting data showing that current 
conditions are significantly worse than originally forecast (and so planned for). One method 
is to compare current NFDRS indices or components with historic worst case and ‘normal’ 
data for the same dates. The ERC and 1000-hr fuel moisture are often used for these types of 
comparisons and Fire Family Plus is an excellent tool for analyses at this spatial scale.

NFDRS products are also used in the creation of firefighter pocket cards; the cards contain 
information relative to current conditions, seasonal trends, and comparisons with historic pat-
terns. In addition the cards contain information about NFDRS indices and components for the 
local area, thresholds of extreme fire behavior, and local fire danger interpretations. The cards 
can be created through the National Fire and Aviation Management Web Applications web site 
or by using Fire Family Plus, see Appendix E for an example.

Finally, NFDRS ouput is used to calculate daily industrial (logging) fire precaution level 
(IFPL), to guide public use restrictions, and to help in wildland fire suppression go-no go deci-
sions.
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Appendix C-1. NIFMID Flow Chart
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Appendix C-2. WIMS/WEB Application Menu 
Hierarchy

This appendix shows the WIMS/WEB application hierarchy of menus and forms (adapted 
from WIMS User Guide, June 2001). Top level menu choices are in blue, second tier are 
shown in red, third tier in black, and fourth tier in green. The WIMS Web Application User 
Guide provides significantly greater detail than this appendix; it is also available for down-
load from the Internet USDA Forest Service Fire Application Support, User Guides (http:
//www.fs.fed.us/fire/planning/nist/distribu.htm). Acronyms are defined in the Glossary. Page 
numbers of major headings in the User Guide are also given where applicable.

DATA – Data entry and manipulation
OBS – Observations (p. 84)

NOBS – To display the create observation form i.e. enter a new observation for a station or a 
station within a special interest group (SIG) for all fields – station ID, time, type, SOW, AT, RH, 
WS, WD, etc.
EOBS – Edit observations; user can edit previous observations or correct invalid archived data
DOBS – Display observations – allows user to display observations from a RAWS
DRAWS – Display RAWS – allows user to display RAWS observations from a single station or 
from all stations within a SIG
HOBS – Help for user on the OBS menu choice

FCST – (p.100) Forecasts – allows user to display, create, and edit weather forecasts. The NWS 
does in fact provide these narrative forecasts which are stored in WIMS in a shared file directory

DFCST – Display forecasts
DPFCST – Display point forecasts; display a site specific weather forecast for a station or 
SIG for a specific day and time
DTFCST – Display trend forecasts; displays forcasted weather information for a station or 
SIG over a given time period

DNFCST – Display narrative forecasts
SPOT – Spot
SMOKE - Smoke

NFCST – New forecasts; enter new forecasts – for NWS-user authorized only
NPFCST – Enter new point forecasts
NTFCST – Enter new trend forecasts

EFCST – Edit forecasts; with the two options directly below allows user to:
EPFCST – Edit point forecast for a station or SIG
ETFCST – Edit trend forecast for a station or SIG

STA – Station information (p.43); before weather observations can be entered for a given station 
associated information (meta data) must be entered and stored in WIMS

MSTA – maintain station; allows user to create a new manual or RAWS station, edit an existing 
station, list existing stations, edit NFDRS parameters

NSTA – New station; enter meta data for a new station (becomes part of the station catalog) 
– station ID, site description, state and county codes, lat/long, station type and name, station 
owner, conversion codes, access control etc. general station information
ESTA – Edit station; display or edit station catalog information or add or delete sensors of a 
RAWS station. This also includes editing NFDRS parameters
LSTA – List station; list station numbers (NESDIS ID) of a specific owner, list all station 
numbers of a specific agency, list all station numbers of a specific owner for a given 
observation time
ENFDR – Display/edit default NFDRS parameters; after creating a new station and saving 
the information WIMS displays the Create Default/Edit NFDRS Parameters form; the user 
must enter additional meta data for use by the NFDRS model in order for fire danger indices 
and components to be calculated (see Appendix 8 for more NFDRS details)

MSIG – Maintain special interest groups (SIG’s); stations in different locations, regions, or 
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administrative boundaries can be grouped together to form a special interest group this also 
applies to stations within an area, region, or admin. unit. A station within one SIG can also be a 
member of one or more other SIGs. Each station within a SIG is weighted reflecting its relative 
importance within the group; the sum of weights for the group must equal one. Fire danger 
indices and components can be calculated for the group as a whole.

NSIG – New SIGs; create a new special interest group – enter the station number of each 
station to be included in the group
ESIG – Edit SIGs; the user can add or delete station numbers of a SIG
DSIG – Delete SIGs; the user can delete an entire SIG or SIGs if no longer needed or used
LSIG – List SIGs; allows user to list SIGs owned by the user or another user
EAVG – Display/edit NFDRS weight assignments; mentioned above and allows the user to 
assign weights to individual stations within a SIG to calculate weighted average values for 
NFDRS indices and components. The weights are a reflection of the importance of a station 
relative to the others within the group. Criteria for assigning weights include such factors as 
the area a station represents, historic fire occurrence, public use patterns, importance to local 
managers

MACL – Maintain access list; a list of those who are allowed access to enter or edit weather 
station data for an individual station or SIG

NACL – New access control list; create a new access control list for specific WIMS users
EACL – Edit access control lists; add, delete, and change access designations
DACL – Delete access control list; delete a list that is no longer needed
LACL – List access control list; allows a user to identify access lists that the user or another 
WIMS user owns
HMACL – Help MACL; help with access lists

HSTA – Help with station information (STA)
DNFDR – Display National Fire Danger Rating (p.124); display NFDRS information

DIDX – Display index format; allows user to display key fire weather variables for regular and 
special observations and forecasts; variables include fuel model, fuel moisture content, wind 
speed, wind direction, IC, ERC, SC, BI, FLI, staffing leveladjective fire danger rating, KBDI 
etc.
DIDM – Display moisture index form; allows the user to track and compare key NFDRS carry 
over values for a list of observations including the x1000 live fuel moisture. Calculated vs. 
measured woody fuel moisture can be compared. Live fuel moisture recovery value for the 1, 
10, 100, 1000, and x1000 hour fuels can be compared on a daily basis.
DMGR – Display manager format; allows the user to display a number of different fire weather 
elements/parameters as well as NFDRS indices and components
DSHR – Display short format; displays station information such as fuel model/slope class/grass 
type/climate class, total precipitation (ppt.), hours of ppt., adjective fire danger, staffing level
DAVG – Display weighted averages for a SIG; combines NFDRS indices and components from 
individual weighted) stations within a SIG into a single index or component
DABR – Display abbreviated format; user can display a shortened version of the Index form 
(DIDX above) for regular and special observations; key fields include IC, SC, ERC, BI, etc.

PLST – (p.37) Data capture from OBS/FCST/NFDR; capture and save data in a simple text format 
for stations or SIGs; the user can specify type and number of observations, number of NFDRS 
observations, number of forecasts, and number of NFDRS forecasts

UTIL – Utilities (p.138); the user can custom tailor a WIMS profile, send and receive e-mail, and 
access different WIMS files from Private and Shared File directories

PROFILE – Profile setup and edit; fields include name, agency, WIMS menu to display, 
financial accounting information, telephone numbers, etc.
LUSER – WIMS user list (logon ID’s and names); provides a listing of WIMS logon IDs and 
WIMS user names and telephone numbers

NWSPROD - National Weather Service products (p.119)
FWFCST – Fire weather forecasts; fire weather forecasts are issued twice daily by the NWS 
fire weather forecast office and contain: discussion of weather activity for an area and an 
overall forecast for each zone. These forecasts remain in WIMS for three days. This option 
displays a list of available forecasts.
REDFLAG – Red Flag Warnings; these warnings outline specific areas where the forecasted 
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fire weather conditions indicate imminent fire danger i.e. high temperature, low humidity, and/
or high wind speed. Criteria can vary depending on local conditions. Similar to fire weather 
forecasts this option displays a file directory/listing of red flag warnings for the current day and 
the previos three days
SPOT – Spot forecasts; these are issued by the NWS as requested by the user for a specific 
location and time; they include forecast location information, a discussion of weather activity, 
and an overall forecast, forecasted temperature, and forecasted humidity. All spot forecasts 
currently available are listed.
SMOKE – Smoke management forecasts; these are issued by state meteorologists and display 
wind and airflow forecast information for prescribed burn purposes
ONARR – Various other narratives; these include all other available forecast information in 
narrative format such as marine forecasts

FMWS – Fire management web sites: internet hyperlinks to a number of fire weather and RAWS 
related web sites

NIFC – National Interagency Fire Center
FAMAH – F&AM Fire Application Helpdesk
WFAS – Wildland Fire Assessment System
FWX – Boise Fire Weather Page
WRCC – Western Rgional Climate Center
NWS – National Weather Service, main page
USFSFTP – U.S.Forest Service ftp site
RAWS – Official USFS RAWS site

ADMIN – System administration; unavailable to the general user and not discussed in the WIMS 
User Guide

MSHARE -
SETUP – DBA maintenance menu
LOGS – NWS/RAWS log display
EOWN –
DSTA – Delete station information
HADMIN –

HWIMS – WIMS help; on-line help with WIMS
EXIT – Exit; exit/log-off from WIMS
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Appendix D. KCFast Flow Chart

KCFast is a web-based, long-term RAWS data archive for weather, fire occurrence, fire 
numbers, and fire reports. The application also provides various products such as situation re-
ports and Internet links to graphics and software. Weather data for the entire period of record 
can be retrieved in two different formats: The 1972 (only the 13:00 hour observations) or the 
1998 (all hourly observations if they archived). All details are given below in the flow chart; 
for acronyms see the glossary. 
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fire reports
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Appendix D-Kansas City Fire Access (KCFast)

KCFast is a web based long term RAWS data archive for weather,
fire occurrence, fire numbers, and fire reports. The application also
provides various products such as the situation reports and internet
links to graphics and software. Weather data for the entire period
of record can be retrieved in two different formats: The 1972 (only
the 13:00 hour observations) or the 1998 (all hourly observations
if they are archived). All details are given below in the flow chart;
for acronyms see the glossary.
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Appendix E. Fire Danger Pocket Cards for 
Firefighters

The Fire Danger Pocket Card is a way to communicate information about fire danger to 
firefighters. (See example below.) The goal is to provide a greater awareness of fire danger 
and subsequently increased firefighter safety.  The Pocket Card gives a description of seasonal 
changes in fire danger potential in a local area, which makes it useful to both local and out-of-
area firefighters. It can be generated via NIFMID or FF+.

The Pocket Card has an important day-to-day pre-suppression use. When the morning and 
afternoon weather are read each day, the actual and predicted indices are announced.  The 
firefighters can reference their card to establish their position in the  range of possible values 
for danger rating. More importantly, the card provides a method for everyone involved with 
wildland and prescribed fire operations to communicate a common understanding of key in-
dex values provided by the NFDRS. Local fire management personnel can produce the cards 
using Fire Family Plus. Cards are data input choice dependent and should be developed locally 
with local fire management involvement to meet local fire management needs.

The F&AM web applications/Pocket Card site provides additional information, publica-
tions, real examples, and guidelines for creating a Pocket Card using Fire Family Plus. 

North Zone
Lassen National Park

Eagle Lake District

Fuel Model G - ERC
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Appendix F. ASCADS Flow Chart
The flow chart below describes the Automated Sorting, Conversion, and Distribution 

System (ASCADS), which  is the main/central distribution point from which all other databas-
es receive RAWS data. The flow charts show the main, report, and station menu hierarchies 
(adapted from ASCADS User Guide Version 2.1, BLM, Section Data Retrieval/ASCADS).

Appendix F - Flow chart describing the Automated Sorting, Conversion and Distribution
System (ASCADS) user interface/screen options. It is the main/central
distribution point from which all other databases receive RAWS data. The
flow charts show the main, report, and station menu hierarchies (adapted
from ASCADS User Guide Version 2.1, BLM). See text for a more detailed
description.
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Appendix G. WFAS Background and Evolution
This Appendix supplements the information about WFAS that was provided in the text.

Background 
The Wildland Fire Assessment System (WFAS) was developed initially as an Internet-

accessible experimental tool for fire business managers by the USDAFS Rocky Mountain 
Research Station, Fire Sciences Laboratory, Missoula MT. The current version provides a 
national view of weather and fire potential, including national fire danger and weather maps 
and satellite-derived greenness maps. As of Spring 2003 the USDAFS Washington Office of 
Fire and Aviation Management and the National Information Systems Team (NIST), Boise, ID 
support the program. The broad area component of the WFAS (see Appendix A for Internet 
address) is generating maps of selected fire weather parameters and fire danger indices and 
components of the NFDRS (see Appendix B). Adjective fire danger ratings (daily and fore-
cast) are also mapped. WFAS queries WIMS each afternoon and generates maps from the daily 
13:00 weather observations and NFDRS products. Each afternoon Fire Weather Forecasters 
from the National Weather Service also view these local observations and issue trend forecasts 
for fire weather forecast zones. WIMS processes these forecasts into next-day index forecasts. 

On the maps RAWS data and NFDRS products are reported for clusters of 12 stations. 
Values between stations are estimated with an inverse distance-squared technique on a 10-km 
grid. This works fairly well in areas of relatively high station density, but has obvious short-
comings in other areas. Station location is based on the latitude/longitude cataloged by local 
station managers in WIMS. These maps are updated daily year round. They are prototype 
WFAS products and are subject to change.

Daily fire weather and next day forecast maps are based on the mid-afternoon (1 pm LST) 
observations from the RAWS network as reported to WIMS by 5 pm (MST). Mapped param-
eters include average wind speed, 24 hour total precipitation, air temperature, relative humid-
ity, and dew point. (These forecast maps are generally issued only during the fire season, 
and many areas of the country will not have forecasted information. As a result, some large 
data gaps and resulting bizarre interpolations will result as compared to the day’s observed 
maps). Forecast maps of NFDRS indices and components are based on the afternoon fire-
weather zone trend forecasts issued by National Weather Service Fire Weather Forecasters. 
Intermediate NFDRS products such as dead and live fuel moisture are mapped. Dead fuel 
moisture products are a function of air temperature and humidity - and are critical in determin-
ing potential fire danger. Live fuel moisture or greenness maps are generated weekly and are 
based on comparisons with standard references, on the Normalized Difference Vegetation Index 
(NDVI), and on differences from historic NDVI data. 

Finally, in addition to all the above, the Keetch-Byram drought index and lower atmosphere 
stability index (LASI or Haines) maps are generated.  The former is a measure of soil moisture 
content and responds to air temperature, daily and annual precipitation. The Haines index is 
used to forecast the probability of generating large wildfires often associated with low humid-
ity and unstable atmospheric conditions above canopy in upper air.
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System Status and Update Information up to June 2002
June 2002: The WFAS site was redesigned to provide easier access to products. Archived 

data is accessible and organized by calendar date. Comparisons between years can be displayed. 
Animation of a sequence of images can be viewed.

 -Apr-01: Year 2001 transition in greenness maps.
21-Sep-00: Lightning ignition efficiency extended to conterminous United States. 

15-Mar-00: Map Archives Updated. 

10-May-99: NIST assumes responsibility for support and maintenance. 

29-Mar-99: Haines Index available again. 

23-Mar-99: Haines Index temporarily unavailable. 

26-Feb-99: Map Archives now include 1998 maps. 

19-Jan-99: Name of lightning ignition potential map changed to lightning ignition efficiency. 
The content is the same as before. 

23-Sep-98: Greenness Support Tools updated. 

26-Jun-98: Experimental forecast experimental fire potential map added. 

12-Jun-98: References to lightning location removed; link to the Oklahoma Mesonet 
Experiment updated; greenness map data archival extended from one week to four. 

24-Nov-97: 1 Km Resolution NFDRS Fuel Map available. 

18-Jul-97: A new look reflects the completion of converting WFAS-MAPS to the USDA, 
Forest Service’s new computing platform using ARC/INFO instead of GRASS4.1. Some of 
the features include: 

• Inclusion of Alaska Information 
m Daily fire weather maps (as reported through WIMS) 
m Morning 12Z Haines Index Maps 
m Greenness Maps 

• On-line access to Map Archives 
m Weekly Greenness Maps, 1989-1996 (Lower 48 Only) 
m Daily WFAS Maps, 1996 (Lower 48, Fire Danger, KBDI, FM1000) 

• A Experimental Products link for a new 1km Resolution Fire Potential Map. 

18-Feb-97:   Greenness Departure data unavailable from EROS in Winter. 

15-Oct-96:   Daily observations and forecasts (text format), sorted by state may be viewed 

09-Sep-96:   Greenness DATA and Support Tools Available via FTP.
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Appendix H. RAWS Data Access via WRCC
Figure H-1 describes the old data access hierarchy with search criteria indicated. Figure H-

2 describes a new web-accessible archive still under construction; stations can be chosen either 
from a list or a clickable map. Graphing options (some still under development) can then be 
chosen from the displayed list. (See also Data Retrieval section of text and Appendix O.)

Figure H1 - “Old” Data Access Hierarchy

RAWS Station Search
“old data access”

station name

RAWS station metadata

Search & display
RAWS data by criteria

More station details

NESDIS ID

get data

select data range
(1 month max) or day

state

lat/long

(No longer in service)
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List of RAWS stations
(linked to data/graph options

daily summary

RAWS USA Climate Archive

Figure H2 - New web-accessible RAWS USA Climate
Archive
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(clickable)

State map

Graphing options

RAWS stations mapped/located:
clickable - linked to data/graph options

monthly summary

monthly summary (with Et data
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time series graph

wind rose and tables
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(under construction)

station metadata

(current, 2003, WRCC RAWS data portal)
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Appendix I. RAWS Operations and Personnel 
Responsibilities

This Appendix gives an overview of RAWS operations and  hardware, sensor and data 
requirements, and personnel duties and responsibilities. It provides details of information 
summarized in the text.

The optimal operating period for all RAWS used for the NFDRS is year-round. However, the 
minimum operational period is determined by the following criteria (NWCG-NFDRS, PMS 
426-3):

1. A minimum 30-day start up and data collection period prior to the need for NFDRS indices 
is required for each seasonal weather station to properly calibrate the model. 

2. Wildland fire season as designated by the local manager, Region, or Geographic Area 
Coordination Center but generally beginning in late spring and ending in early autumn.

3. Fluctuations in fire season length can occur from one year to the next. Use of the visual 
greenness images available through the Wildland Fire Assessment System (WFAS) is rec-
ommended to assist the local or regional fire manager in determining the beginning and 
end of the fire season.
Non-owner use. The following guidelines are recommended for any use of weather station 

data for NFDRS that is not owned by the user.
1. Notify the station owner/operator that you are using this station for NFDRS or other applica-

tions.
2. When a longer operating season is required by an adjacent unit, the non-owner should assist 

in the management of that station, including contributing to any additional costs for opera-
tion or maintenance.

Sensor and Data Requirements, Data Flow
The minimum sensor complement for a RAWS requires the following: hourly measure-

ments of precipitation (cumulative), 10-minute average wind speed, direction, and RH, in-
stantaneous air temperature and fuel temperature. The NFDRS upgrade requires hour average 
solar radiation. The National Fire Danger Working Team has recommended that fuel moisture 
data obtained from sensors being used at the present time not be used in NFDRS calculations; 
only observed data from manual fuel sticks are to be used. In the NFDRS upgrade, solar radia-
tion sensors will provide input to the model in order to calculate fuel temperature and moisture 
values as well as ‘state of the weather’.

Present-day fire weather observations as now required by the NWCG are sent from each 
RAWS via satellite transmitter to a GOES, then to Wallops Island/DAPS, to Domestic Satellite 
(DOMSAT), and finally to the BLM/Remote Sensing Fire Weather Support Unit (RSFWSU)/
ASCADS. From ASCADS data are distributed to the NIFMID (which includes WIMS and 
KCFast), the Western Regional Climate Center (WRCC), National Weather Service (NWS)/
Boise, and another database called BLM Wildland Fire Management Information - Support. 
Some RAWS data are sent to WIMS from the HUB. The HUB is a multi-modem PC computer 
installed next to the WIMS system in Kansas City. This computer calls telephone-telemetered 
stations on a pre-set schedule; data are automatically uploaded to WIMS. All RAWS data 
are combined with site fuel type and topographic parameters (the station catalog/meta-data) 
then processed through NFDRS algorithms to generate fire danger indices and components. 
Forecasts are also made for next day NFDRS products and dead fuel moisture, and non-
NFDRS products such as: greenness, drought (KBDI), atmospheric stability (Haines index), 
and lightning ignition efficiency (see Wildland Fire Assessment System (WFAS) see Appendix 
A and G for web site address and more information about WFAS respectively).
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Local Dispatch Center Data Management Responsibilities 
At roughly 14:00 hr LST at local dispatch centers around the United States, the 13:00 hr 

RAWS observations for that area’s stations are processed. This involves accessing the rep-
resentative stations through WIMS within the given area/weather zone(s) which in turn are 
within fire danger rating zones. The data/observation flag ‘R’ (record) is changed to an ‘O’ 
(observation) for each station, this is done to ‘alert’ the NFDRS model to use only the “O” 
(daily 13:00 hr) for calculating intermediate and final fire products. The SOW and lightning 
activity is entered for the ‘O’ data.

The NFDRS model is then automatically run and products displayed for the primary fuel 
model for each station originally specified. There may be more than one RAWS within a fire 
danger rating zone; in such cases, composite products may be calculated. Results are then 
entered into SIT – the first step in creating the national situation report. The results are also 
posted at dispatch centers.

Site Selection
Site selection criteria and considerations are given in the National Fire Danger Rating 

System Weather Station Standards (NWCG 2000). Administratively, a fire weather forecaster, 
GACC meteorologist, or other interagency fire weather personnel should be involved in the 
process, as well as the National Weather Service (NWS), because a unique NWS identification 
(ID) number must be assigned to any new or re-located station. In addition, data transmission 
via GOES requires a separate National Environmental Satellite Data Information Systems 
(NESDIS) ID number obtained through the owner’s agency NESDIS ID coordinator.

Equipment Selection
Equipment cost is not the only consideration in choosing sensors and tower frames to pur-

chase: other criteria include life cycle costs, data transmission, maintenance and calibration, 
data storage and retrieval, the value of shared data, ease of installation and turn-around, and 
compatibility with equipment used in the RAWS network. Data needs beyond NFDRS may be 
factored into equipment selection as well as upgrading the DCP when required. A final ques-
tion to be considered is: Can the data logger accept additional sensors beyond those required 
for NFDRS data needs? Part of this RAWS review and upgrade study includes a detailed list 
with specifications of most current weather sensors available in the United States. (See ap-
pendix V and CD-ROM)

Tower Specifications
Many NFDRS weather stations are located in remote and rugged locations, where they 

may be either permanent or semi-permanent. Some collect and transmit data year round, often 
under severe conditions. There are three common tower configurations used in the RAWS 
network: Rohn tower, Handar (lunar lander), and portable. All have several characteristics 
in common – ruggedness and the ability to survive in remote locations and extreme weather 
conditions. 

If a tower is to be climbed, it must conform to the Occupational Safety and Health 
Administration (OSHA) regulations; non-climable towers must have pivoting masts so that 
the operator can service all sensors mounted on the mast while operator stays close to the 
ground.

General tower specifications

1. Able to survive 125 mph winds.

2. No vertical or horizontal movement after installation.
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3. Able to withstand snow loads typical of high mountain locations in the western USA.

4. Able to support technical personnel on the tower while servicing sensors (applies to Rohn 
configuration).

5. Provide mounting surfaces and locations to meet NFDRS sensor requirements.

The OSHA requirements are new and have necessitated the replacement of several older, 
non-standard 33-foot (10-m) towers. This change has introduced a change in wind speed 
climatology that must be addressed (see main text for discussion: p39 Effects of Changes in 
Tower Height and Sensor Placement).

Installation/Deployment
Once a site that meets all criteria has been selected it can be prepared for installation of a 

RAWS. Personnel involved should have attended a RAWS maintenance class or be assisted by 
trained personnel. 

The minimum meta-data needed for a RAWS as stored in ASCADS are: Slope, aspect, po-
sition, antenna angle and azimuth, elevation, latitude and longitude, and all serial numbers for 
sensors and data loggers. Additional information includes noting local magnetic declination 
when aligning the tower, GOES antenna, and wind vane. A hard copy of all this information 
should be kept by the station owner and updated (in ASCADS as well) when any changes are 
made.

Quality Assurance
Quality assurance/control (QA/QC) of weather data used for NFDRS calculations is the 

responsibility of the local station owner/manager, and should be monitored at all levels of data 
acquisition and storage. These responsibilities include field data acquisition, transmission, and 
data archive to NIFMID/WIMS/KCFast. The local operator is also responsible for ensur-
ing that maintenance is performed, that all activities are documented in ASCADS, visually 
checking data on a daily basis to ensure that the information corresponds to actual conditions 
– that it makes sense. There is also an automated detection and notification system within 
ASCADS ‘watchdog’ that monitors data for gross errors and alerts local operators to out-of-
range observations and performance problems such as non-functioning sensors. This function 
of ASCADS requires that the operator, owner, or personnel in a local dispatch center access 
‘watchdog’ through ASCADS. Additionally, an Agency or Fire Weather Coordinator should 
periodically review RAWS operations at the local level.

Maintenance and Calibration
To ensure quality control and assurance of the collected weather data, regularly scheduled 

maintenance and calibration and quick response to sudden or unexpected system failures are 
required. Two maintenance contract options are currently available through the BLM: ‘depot 
maintenance’ and ‘full-ride’. The former requires that the owner/operator of a station be re-
sponsible for annual station maintenance and emergency repair. At least once a year sensors 
are removed, returned to the Boise, ID BLM Depot, and replaced with calibrated sensors. 
The full-ride contract requires that personnel from the BLM’s Remote Sensing/Fire Weather 
Support Unit (RSFWSU) respond to emergencies and perform annual station rehabilitation. 
Depot sensor calibration standards and priorities are given in NWCG: National Fire Danger 
Rating System Weather Station Standards (2000).

Not all RAWS will be NFDRS 2000 compatible, but for those that are fully documented 
maintenance/calibration will be required. The RSFWSU has proposed to introduce a third 
level of maintenance contract ‘NFDRS 2000 certification’; under this contract each RAWS 
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providing data to the NFDRS 200 network will be visited once per year for documented 
calibration/certification by technicians from the NIFC depot.

Positions, Responsibilities, and Training Standards
Station owner/program manager: Responsible for site selection, station placement, main-

tenance; ensures QA/QC of data, that the data are sent to WIMS, and that correct NFDRS 
calculations are made. Also, ensures that personnel are available to respond to weather station 
failures.

Field support technician/first responder: Responsible for performing annual maintenance 
and responding to station system failures, maintaining up-to-date documentation in ASCADS. 
Required to attend systems training (i.e. FTS and/or Handar systems).

Depot technician: Responsible for bench maintenance and calibration of station sensors and 
subsequent testing. Provide support to field personnel and first responders as needed.

Agency/regional fire weather coordinator: Responsible for agency or regional oversight and 
coordination and QA/QC; ensures that station meta-data and documentation are current in 
both ASCADS and WIMS; ensures that training is available; assists with station operations 
and long term management planning.

Depot manager: is responsible for administration of depot and full-ride contracts.

Funding and financial support
Within the FS, each Region, Forest, or Ranger District must provide the initial justification 

and funding to obtain a station (frame, sensors, DCP etc. – $12,500). Funding for continued 
operation (full ride ($2,500), NFDRS certification (proposed at $1,800), or depot contract 
($650)) is paid out of the owners overall operating budget at the Washington Office level; the 
regional or local FS owner never manages these RAWS operating funds. The BLM has taken a 
different approach: their Washington headquarters provides all funding from startup through 
continued operation.

Other land management agencies have different arrangements: The NPS provides central-
ized overall funding for their RAWS, but individual Parks deal with station maintenance (full 
ride, depot, or NFDRS certification contracts). The BIA has contracted directly with the BLM 
for full ride contracts for nearly all their RAWS. The FWS has a centralized funding arrange-
ment for maintenance, but each Region has its own agreement with the BLM for maintenance. 
Individual States must work through the FS to make purchasing (stations) and maintenance 
arrangements with the BLM, and must make their own user agreement with NESDIS for data 
transmission. Some States have gone directly to private vendors to purchase and maintain a 
RAWS, bypassing the BLM depot altogether.

Operating costs for information and data processing and management are handled at a very 
informal level thereby avoiding inherent administrative costs. At the current time the FS does 
not pay the BLM directly for the use of ASCADS, nor does the BLM pay the FS for the use of 
WIMS; an informal ‘trade’ arrangement is in place. Also, part of the ASCADS operating bud-
get comes out of the various depot contracts of each RAWS not part of the BLM network.
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Appendix J. Sample of the Fort Collins, CO, 
RAWS Operating Plan

NORTHERN FRONT RANGE INTERAGENCY 
WILDLAND FIRE COOPERATORS

WEATHER STATION MAINTENANCE      
OPERATING PLAN

Last Revision: May 2003

WEATHER STATION NETWORK WEBSITE:
 http://www.fs.fed.us/arnf/fire/gallery_wx.html
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PREPARED BY:  Mark S. Nelson
PROJECT MANAGER

Table of Contents

I.   Purpose Statement

II.  Weather Station Network Overview

III.   NFDRS Calculations/Distribution

IV.  Maintenance Agreement/Funding/Ownership

V.  Maintenance Procedures

VI.    List of Station Maintenance Technicians

VII.  To-Do Items/Future planning
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I. The purpose of this document is to outline procedures, identify responsible personnel and 
track fiscal responsibility for the installation, maintenance, and planning of the remote access 
fire weather stations used by the cooperating agencies of the northern front range of Colorado. 
The project manager is Mark Nelson (970) 498-1040.

II. The Northern Front Range Interagency Wildland Fire Cooperators (NFRWFC) main-
tain and use a network of Remote Access Weather Stations to provide National Fire Danger 
Ratings (NFDRS) and general weather and seasonal trend information.  These stations are all 
electronic in nature and require various levels of Satellite, Solar power, Cell Phone and Data 
logger technology.  Proper maintenance and care of the stations is critical for proper use and 
interpretation of National Fire Danger Ratings, Preparedness planning, fire planning, smoke 
management and Public and firefighter safety and numerous fire management activities. The 
network currently consists of seven remote access weather stations. Five are Handar Satellite 
telemetry units and the other two are Forest Technologies Systems incorporating telephone 
modems.  The Handar stations are located at Redfeather Lakes, RMNP headquarters build-
ing in Estes Park, near Sugar Loaf fire station in Boulder County, Gilpin County near the 
Pickle Gulch Picnic Area, and Corral Creek at the Mount Evans Outdoor Lab. The FTS units 
are located in Redstone canyon behind Horsetooth Reservoir, and the Keewaneeche Visitor 
center at the west entrance of Rocky Mountain National Park. The stations at Kewaneeche is 
scheduled to be replaced by Handar 555 GPS, Radio Alert systems in 2003. Redfeather, Estes 
Park, Boulder, and Clear Creek stations were upgraded to 555 DCP’s with GPS, and radio alert 
systemsin 2000/01. The Corral Creek station was installed in the spring of 2001.

III. All agencies have agreed that baseline NFDRS fire danger ratings and FireFamily Plus 
Seasonal Severity charts, and Pocket Cards will be generated by the Fort Collins Interagency 
Dispatch office and distributed by electronic means including e-mail, Fax machines, and the 
FTC website.

(http://www.fs.fed.us/arnf/fire/fire.html See Fire Danger Section).  The Dispatch Center will 
maintain all software programs, WIMS access, and current knowledge of the NFDRS applica-
tions and weather station maintenance agreements. Center staff will have training in WIMS 
(Weather Information Management System). The project manger will have responsibility for 
WIMS station catalog maintenance, NFDRS (National Fire Danger Rating System), Fire 
Family Plus software, Fire Weather Plus software, FIRES, and NetTerm/ASCADS applica-
tions.

IV. All of the Remote access weather stations will be covered under the National Raws 
Maintenance agreement. The Arapaho-Roosevelt National Forests will maintain this agree-
ment through the Regional offfice. As decided by the Northern Front Range Wildland Fire 
Cooperators Board of Directors, funding for these agreements will be provided by cooperat-
ing agencies. The current year agreements will be for the following:

Redfeather: Arapaho-Roosevelt will finance $650.00 Station Owner: ARF

Larimer: Poudre Fire Authority  will finance $650.00 Station Owner: PFA

Estes Park: Rocky Mountain National Park will finance $650.00 Station Owner: ARF

Boulder: Arapaho-Roosevelt will finance $650.00 Station Owner: ARF

Gilpin: Arapaho-Roosevelt will finance $650.00 Station Owner: ARF

Clear Creek: Arapaho-Roosevelt will finance $650.00 Station Owner: ARF

Sulphur: Arapaho-Roosevelt will finance $650.00 Station Owner: ARF

http://www.fs.fed.us/arnf/fire/fire.html
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These funds will be collected as part of the annual funding agreement(s) for support of the 
Fort Collins Interagency Dispatch Center. The Project Manager will consolidate and coor-
dinate the National Maintenance agreement. Maintenance agreement costs will be reviewed 
annually and adjustments to annual funding agreements will be reviewed by the NFRWFC 
Board of Directors.

V. The following is a generic outline of annual maintenance procedures:

1. The project manager will ensure that all stations are covered by the national contract each 
fiscal year.

2.  The project manager will review,  update and present this Operating Plan to the NFRWFC 
Board of Directors in the spring of each year.

3. The project manager will order replacement sensors for each of the stations. These sensors 
will be shipped to the responsible Maintenance technician listed in this Operating Plan. 

4. The identified technician will change the sensors at the station. Inspect station for damage, 
identify needed repairs and check operation.

5. Complete the RAWS station maintenance documentation and send it to the Project man-
ager.

6. Return the used Sensors within two weeks of receiving sensors. 

7. Coordinate with the project manager on any additional needs, training, problems.

8. Any station programming changes will be coordinated by the Project manager. 

VI. Station Maintenance Technicians
Project Manager:  Mark Nelson
Redfeather Handar  Arapaho-Roosevelt Mark Nelson 498-1040
Larimer FTS   Poudre Fire Authority Phil Kessler 282-1301
Estes Park Handar Rocky Mountain  Doug Watry 586-1237
   National Park
Boulder Handar Arapaho-Roosevelt Mark Nelson 498-1040
Gilpin Handar Arapaho-Roosevelt Mark Nelson 498-1040
Clear Creek Handar Arapaho-Roosevelt Mark Nelson 498-1040
Sulphur FTS/Handar Arapaho-Roosevelt Doug Watry 568-1237
Gunsight Handar BLM Craig Dsp

VII. Short- and long-term issues to address with the current Remote access weather station 
network.
SHORT TERM ISSUES/PLANS:
Replace weather stations with the new generation of Handar RAWS station (GPS, Satellite, 
and Voice Alert Capabilities) at Sulphur and Larimer. All stations will need to meet national 
standards by 2005. These new stations will allow hourly transmission of weather data, meet 
future station requirements and allow for voice alert capabilities over a radio system when 
pre-determined variables are reached at the station site. Example: station will transmit alert 
when wind speed exceeds 12 mph and relative humidities are below 15%. The follow outlines 
short- and long-term implemetaion and maintenance goals.
1. Order and replace sensors for all weather stations under National contract in April/May.

2. Update seasonal FireFamily + (ERC/BI/1000-Hours) charts and Firefighter Pocket Cards 
and post on website as needed.

3. Review Fire Restriction and Closure Criteria annually.

4. Document all weather station changes in ASCADS.
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LONG TERM GOALS AND PLANS:
1. Review of existing equipment and technology and evaluation on a yearly basis. Conversion 

of FTS stations to new satellite technology, standardization of station type should be evalu-
ated and addressed for short- to long-term planning applications. Prepare for implementa-
tion of expected national weather station standards.

2. Software development and changes in fire weather data processing (Fire Wx Plus, WIMS, 
Firefamily +, NFDRS, FIRES, ASCADS, Handar Programming Software, etc... need to be 
maintained. 

3. Development of RAWS maintenance capabilities, particularly of the Handar station(s), 
needs to be established and maintained. 

4. Training for field personnel needs to be formalized to address understanding and imple-
mentation related to NFDRS, preparedness planning, pre-dispatch plans, Fire Restriction/
Closure Criteria, fire behavior, safety, etc...
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Appendix K. Sample Position Description of 
RAWS-Related Duties at the Operational 
Level

Major Duties
Directs collection of weather data at stations on the forest. Maintains Forest RAWS 

(Remote Automatic Weather Stations) network, including field maintenance and program-
ming. Trains others in station maintenance and repair. Receives and interprets weather fore-
casts; determines daily staffing plans for forest and districts.  Provides daily fire weather data, 
and burning indices to ranger districts, cooperators and industry.

Factor 1, Knowledge Required by the Position
Working knowledge of RAWS including the ability to plan for the maintenance and repair 

to the assigned network of stations and train other technicians as necessary.

Factor 2, Physical Demands
The work sometimes requires above normal physical exertion when making site visits to the 

RAWS stations for set-up and maintenance, or functioning as the site manager. This includes 
some lifting of heavy objects.

Position Description as related to fire weather stations and 
fire weather program2

1. To manage the fire weather data collection network to ensure that accurate weather data is 
collected and processed.

2. Monitor the collect fire weather data from automated fire weather stations.

3. Monitor and approve calculated Fire Danger Indices.

4. Ensure the (organization’s)= automated weather station sensors are properly maintained.

5. Provide quality control of fire weather observations generated from the weather stations i.e. 
checking for erroneous readings.

6. Properly maintain the (organization’s)= weather station catalog information (green up, 
freeze dates, fuel models etc) in the national Weather Information Management System 
(WIMS).

7. Provide quality control for the fire danger maps produced daily for the Wildfire Information 
Center internet web site.

8. Monitor National Fire Danger Rating System (NFDRS) indices and Canadian Fire Danger 
Indices.

9. Investigate any indices that appear to be erroneous.

10. Alert supervisor/MIFC Coordinator when indices indicate potential problem.

11. Monitor long-term drought indicators and climatology and graph trends. 

2 D. Miedtke, MN Interagency Fire Center, 2002
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Appendix L. Sample of Daily SOP from NF 
Dispatch Center

FTC Daily Routine

**NOTE** MOST of the websites listed below can also be accessed from our Fort 
Collins Interagency Dispatch Center home page http://www.fs.fed.us/arnf/fire/fire.html 
by going down through the various sites. You can do it either through that page or by 
checking for these sites in the Favorites. Use the direct address listed if the WO server 
goes down.

08:00  -Take phone off forward, retrieve any voice mail messages
  -Broadcast: Fort Collins Dispatch Center is in service at 08:00, KAC-249 using 
   select group on radio select the following repeaters: Roosevelt: DIR, 
   Arap-CCRD: SQW, Arap-SRD: SCW.
   -Check DMS mail profiles (COFTC/COFTCMOB) and read/forward/print as 
   necessary.

To take phone off forward:

Pick up phone using line 1348; get a dial tone. Press forward. Light next to 1348 will stop 
blinking.

To retrieve messages:

Dial 2650 on FS phone. Wait for message and hit #. Dial 1348. Enter password XXXX lis-
ten to instructions and hit 5 to play messages. After messages have played completely hit 9. At 
prompt, hit 9 again and this will delete messages and close you out of the system.

To broadcast on Simulcast:

Go to the SELECT GROUPS button and click on it, at the bottom of the screen there will 
appear a row of buttons. Select DAILY BRDCST 1 and reset the repeaters to  Roosevelt: DIR, 
Arap-CCRD: SQW, Arap-SRD: SCW.

To check DMS mail profiles:

Double-click on DMS icon. Click on the DMS profile (and inbox) you want to look at 
(COFTC or COFTCMOB). When it asks for a password for each profile, it is the same as the 
user (type in coftc or coftcmob). Read inbox items and determine who needs to see them…
your options: you deal with the item immediately, you print the item and distribute it, or you 
forward it to whomever needs to see it. Once the item is dealt with, delete it. If you do not 
know who should get it, don’t be afraid to ask

09:00 -Confirm tactical and administrative aircraft and pilots availability/status with 
   Tom Landon (xxx-xxx-xxxx), his designee, or Airtanker Base Manager.
  -Status SEAT (T182) with Fred Winkler (xxx-xxxx) if it is positioned in FTC area.
  -Update any resource (aircraft, overhead, crew, equipment) availability changes 
   in ROSS.

To confirm aircraft and pilots:

MOST OF THE TIME TOM LANDON AND FRED WINKLER WILL CALL IN THE 
MORNING AND STATUS THE AIRCRAFT, IF THEY ARE UNAVAILABLE: IF Tom 
Landon is NOT shown to be committed to an incident, call Tom at his cell phone (xxx-xxx-
xxxx). If Tom is shown as committed or unavailable, try Ivan Pupulidy (xxx-xxx-xxxx or 

http://www.fs.fed.us/arnf/fire/fire.html
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xxx-xxx-xxxx) or Mark Michelsen (Jeffco Airtanker Base Mgr., xxx-xxx-xxxx). Ask what the 
status is of each aircraft and each pilot (ask for location, status, which plane they will fly, and 
ask if there is anything odd or in the works we should know about). Write this information 
on aviation white board. Usually, Fred Winkler will contact us by phone to tell us the SEAT’s 
availability. Call helicopter manager for area helicopters.

09:15 -Confirm Pre-Dispatch cards are set at appropriate levels for yesterday’s declared
   action class.
  -Determine Preparedness Level.
  -Retrieve, print, and post the National Situation Report, R-2 Sit. Report, and 
   National Weather Service morning fire weather forecasts from the web sites.
  -Retrieve, print, and post the 24-hour lightning map (Do NOT distribute).

To determine preparedness level:

Read preparedness level cards on sliding map board. Determine likely level and confirm 
with Mark Nelson or Mike Foley then ensure that the pre-dispatch cards are set to the cor-
responding preparedness level.

To get Sit. Report and fire weather forecasts:

Use the links from the FTC home page to get to the National Weather Service-fire weather 
forecasts area and print the forecasts for zones 212, 218, 215, and 216. Many times the fore-
casts for zones 212 and 218 are combined, as are the forecasts for zones 215 and 216. You can 
tell by looking at the header just before the long geographical descriptions of the zones. The 
sit reports are the first links under the Fire Intelligence header. Print and post all of these items 
to the clipboards in the hall.

To get to the lightning report, follow the link and enter Username: COFTC, Password: 
XXXXXX. THIS CHANGES MONTHLY. Print this on the color printer.

National Sit. Report: http://www.nifc.gov/news/sitreprt.pdf
Weather: http://www.crh.noaa.gov/den/fir2znft.html
RMACC Detailed Sit. Report: http://www.fs.fed.us/r2/fire/rmasit.htm
24-Hour Lightning Map: http://www.nifc.blm.gov/cgi/nsdu/Lightning.cgi/Page/ViewSelec

t?Submit=Continue

09:30 -If the preparedness level is 1 or 2 ensure participation in a weekly conference call
   on Monday. If the preparedness level is higher than 2 the conference call 
   becomes daily.
  -Adjust resource staffing/location on IA map based on the above information.

To adjust map:

Place magnets on Initial Attack map (on the sliding board) corresponding to engines, crews, 
etc. and their current locations.

10:00 -Broadcast abbreviated versions of weather reports on simulcast.
  -Broadcast and post regional aviation resource status on High fire danger or above 
   days.

You will have to broadcast the weather on Simulcast as done at 0800. First let folks know 
it’s coming by broadcasting All stations, stand by for today’s fire information report and 
forecast and then releasing the transmit button and waiting a few seconds. Broadcast just the 
weather discussion and the today part of the forecast. We do not broadcast 10K free winds. Try 
to listen to someone do this before you attempt it alone.

http://www.nifc.gov/news/sitreprt.pdf
http://www.nifc.gov/news/sitreprt.pdf
http://www.crh.noaa.gov/den/fir2znft.html
http://www.fs.fed.us/r2/fire/rmasit.htm
http://www.nifc.blm.gov/cgi/nsdu/Lightning.cgi/Page/ViewSelect?Submit=Continue
http://www.nifc.blm.gov/cgi/nsdu/Lightning.cgi/Page/ViewSelect?Submit=Continue
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BETWEEN 11:00 – 13:00 Take a lunch break---I MEAN IT!!! You never know when the day 
will get so busy that you will not have a chance to stop for a breather, let alone a snack!

14:00 -Determine observed weather at WIMS stations from the web, phone calls, etc.

To determine observed weather at WIMS stations:

FROM NORTH TO SOUTH:
50505 – Red Feather (up by Red Feather Lakes)
50508 – Larimer (above Lory State Park/Horsetooth Reservoir)  (13:00)
50507 – Estes Park/Utility (right by Estes Park)
50402 – Sulphur/Kawuneeche (west of Grand Lake, north of Granby) (13:00)
50604 – Boulder (just west of Boulder)
51901 – Pickle Gulch (just west of Golden Gate Canyon State Park)
51804 – Corral Creek (just east of the north end of Mt. Evans Wilderness)

You want to get the weather over the sites within 5 minutes of 2 PM. Report thunderstorms 
if they are obviously building and will happen soon, but not if they may happen sometime this 
evening or did happen and were done an hour ago.

-Compare weather to codes and determine appropriate code, using the attached codes to 
determine sky conditions.

14:15 -Enter weather observations into WIMS from all stations by 14:30 at the latest 
  (EOBS).
 -Retrieve weather observations, FTC weighted average, and actual fire danger 
  rating (DOBS, DAVG, DIDX). Process and upload to the web site.

To enter and retrieve weather:

-Go to the WIMS page, which is linked off of the FTC home page under the header FTC 
 Mobilizations Guides/Operating Plan then under CHAPTER 20: Administrative 
 Procedures
-Click on the WIMS button.
-Enter the username and password. This changes, so ask one of the permanent party. As of 
 5JUNE03 it is: Username, XXXXXX, Password, XXXXXX.
-At the top of the page is a quick path option window. Type EOBS into this window.
-In next screen: Station ID should be blank, SIG should contain ftc2, Type should read R, the 

date should be today’s, and the time should read 12
-Click the find button
-A list of weather stations should appear. If they do not, then it is possible you are trying to 

early. Wait and try again later.
-Use the mouse to change the R value  in the OT column to O. This changes the data from raw 

data to an observation.
-In the W column, correlate the sky conditions that you collected at 1400 with the numbers of 

the weather stations and enter the approriate value.
-Click in the Save box.
-Once the data has been saved, it should appear in green. If it appears in a red box an error 

message will inform you why.
-Close the pop-up window and reset ftc2 to read ftc3, and the time to 13.
-Repeat all of the data entry and saving functions already performed, on these two stations.

-In the Fast Path window, enter DOBS (display observations)
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-Leave Station ID blank, in SIG enter ftc, change Type to O, ensure the Date is correct, and 
leave the time blank.

-Click Find
-Click in the Print box
-A new window will open, go to the File menu then the Save As item and overwrite the file 

that appears. This is yesterday’s data.

-In the Fast Path window, enter DAVG (daily average)
-SIG should read ftc, Type should be O, the date should be correct, and the Time should be 

blank.
-Click the Find box.
-Click in the Print box
-A new window will open, go to the File menu then the Save As item and overwrite the file 

that appears. This is yesterday’s data.

-In the Fast Path window, enter DIDX (display indices)
-Leave Station ID blank, SIG should be ftc, Type should be O, the Date should be correct, and 

the Time block should be blank.
-Click the Find box.
-Click in the Print box.
-A new window will open, go to the File menu then the Save As item and overwrite the file 

that appears. This is yesterday’s data.
-Now, YOU ARE DONE IN WIMS, and you can exit the page.
-Minimize your applications until you can see the desktop and click on the Upload DOBS, 

DAVG, DIDX icon. This will run a routine that posts the data to the web site. When the pro-
gram pauses and asks you to press any botton, ensure that the window is active beforehand 
by clicking in it with the mouse.

-Check the web page under Fire Danger/Severity and Northern Front Range Fire Danger 
Ratings to ensure the right data is posted and it is current. This ensures you did the WIMS 
entry correctly.

IF you miss a day or two, you WILL have to enter observation data anyway…just make sure 
you do it in CHRONOLOGICAL order OR that Mark does a recalculation of the station data

15:30 -Print and post afternoon weather forecast.
 -Access WIMS and retrieve forecasted fire danger ratings (DMGR).
 -Update and post the Fire Management Forecast form.

To print/post afternoon weather:

Go to the same site as morning weather, http://www.crh.noaa.gov/den/fir2znft.html, and 
repeat the process.

To access WIMS and retrieve forecasted fire danger ratings:

-Enter WIMS program as at 2:15.
-In the Fast Path area enter DMGR (data manager)
-Leave Station ID blank, set SIG to ftc, set Type to F for forecasted, and enter the date in for-

mat DD-MMM-YY (05-JUN-03). Be sure and enter the FOLLOWING DAY’S DATE.
-Click the Find box.
-Click in the Print box.

http://www.crh.noaa.gov/den/fir2znft.html
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-A new window will open, go to the File menu then the Save As item and overwrite the file 
that appears. This is yesterday’s data.

-Close the WIMS window, and upload the data to the web site using the Upload DMGR icon. 
Check the web site to ensure that it has been updated.

To record and post the NFDRS (Fire Management Forecast):

Retrieve the clipboard that contains the Fire Management Forecast form, this is in the 
hallway in one of the bins. the top portion is filled out using the FTC Average data from the 
web page. The Haines Index is on the national weather service forecast. The bottom portion 
is filled out using Today’s Actuals from the web page for the first data set. BE SURE TO USE 
THE TOP LINE FOR EACH STATION (the G fuel model). Use Tomorrow’s forecast to fill 
in the data for the bottom data set.

THFM=1000 hour fuels
EC=Energy Release Component
SL=Action Class
R=Fire Danger Rating

16:00 -Broadcast the Fire Management Forecast and the afternoon fire weather forecast on 
simulcast.

To broadcast the afternoon weather and Fire Management Forecast:

Read only the today portion of the fire weather forecast. Read the Afternoon Fire 
Management Forecast by breaking it up into time efficient chunks with breaks in the flow. 
Read each station completely, todays values and forecast values, before proceeding to the 
following station. Finish by saying This concludes the fire management forecast at _______
__(time), KAC-249.

17:30 -Call CRC, PBC, RMMC and determine need for Tanker/Base coverage. Close out 
   with Tanker Base/pilots.

To determine need for Tanker and Tanker Base coverage:

Call Craig (xxx-xxx-xxxx), Pueblo (xxx-xxx-xxxx), and RMACC (xxx-xxx-xxxx) dispatch 
centers. Ask if they’ll need Airtanker or Tanker Base coverage past 1800. Check with Pueblo 
if they could use SEAT past 1800. Call tanker base to let them know what time they should be 
done based on your calls to the dispatch centers.

17:45 -Prepare and process the daily Fire Situation Report.
  -Update, print, and post to the website the FTC Status Report.

To prepare and send Situation Report:

-Go to internet explorer to http://famweb.nwcg.gov/. THIS IS THE SAME PAGE YOU USED 
TO ACCESS WIMS, AND SHOULD BE BOOKMARKED.
-Click on the Sit Report button.
-Use the same password as WIMS to access the site. 
-Use the tabs at the top of the screen and input the data required. At the end of each screen 
click on the Submit Data button. On the last screen, click on submit. When you are done, sim-
ply exit the window and the data will be saved.

To prepare and post the FTC Status Report:

-Open Microsoft Frontpage from the Start Menu
-Once the program is open, go to File and Open
-Open K:/eco/ftc web page/Morning_Report

http://famweb.nwcg.gov/
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-Edit the report and save it using the save command.
-Close Frontpage
-On the desktop, click on the Upload FTCSIT icon.
-Check the web page to ensure the FTC Status Report has posted.

18:00 -Broadcast: Fort Collins Dispatch is out of service at 18:00, KAC-249 on 
   simulcast.
  -Place the phone on forward to the on-call dispatcher’s voicemail or pager.

To broadcast out-of-service:

Just like all the other group broadcasts.

To forward phone:

Pick up phone using line 1348; get a dial tone. Press forward. Dial in WHOLE pager num-
ber or WHOLE extension number (so for Mark’s pager, dial 9-490-5291 or for his extension, 
9-498-1040). Hang up the phone. Light next to 1348 should be blinking.

Confirm that all duties, obligations, AIRCRAFT, and resource orders are complete & 
close out with all initial attack resources.

MONDAY:  -Conduct Weekly PL 1,2,3 (Daily at PL 4 & 5) Conference call. xxx-xxx-xxxx
   Pass code: xxxx# Conference Leader: Mark Nelson
  -Distribute weekly availability request to COFTC-REDCARD mailing list
SUNDAY: -Print and post appropriate documents for hallway display. Seasonal Trend 
   Chart updates.

AS NEEDED: RX Burn Reports
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Appendix M. Regional RAWS Coordinator 
Responsibilities and Duty Guidelines1

The duties of Regional RAWS Coordinators vary throughout the different regions of the 
Forest Service. However, several responsibilities are common to all Regional positions. The 
level of involvement in the program varies based on the Regional needs and management di-
rection. However, at a minimum, the individuals are expected to:
1. Assure that the Automated Sorting, Conversion and Distribution System (ASCADS) data-

base is complete and current. This includes:
• Requests for NESDIS ID’s and transmit times are received from the field and forwarded 

to the National RAWS Coordinator. These include: new RAWS stations, moved stations, 
and upgrades from 3 hrly to 1 hrly and to high data rate. 

• Monitor network to make sure that the assigned transmit times meet the needs of the us-
ers. Coordinate with National RAWS Coordinator to obtain better times as necessary.

• Manage the portable RAWS platforms used for project work to ensure maximum utilization.
• Verify in their Region, that there is a platform data file (PDF) in ASCADS for each auto-

matic weather station that the Forest Service owns (regardless of telemetry method).
• Notify the National RAWS Coordinator when new stations are purchased, or old stations 

are taken down or moved.
• Assure that maintenance information is tracked in the narrative portion of ASCADS for 

each station.
2. Through the ASCADS database, annually prepare a Regional Annual Operating Plan 

(AOP) for their automatic weather station network and verify the accuracy via email to the 
National RAWS Coordinator. This needs to be done by the reply due date established in 
annual letter requesting the AOP (usually August of each year). This information includes 
maintenance support needs requested through the BLM.

3. Facilitate information sharing throughout their Region on new technology, changes in pro-
cedures, overall network design and operation. 
• Represent Region at weather and RAWS meetings (FS and interagency)
• Review and recommend additions, removal and placement of RAWS on NFS lands.
• Call upon the National RAWS Coordinator, manufacturer’s representatives, and/or the 

BLM REMS Depot for latest technology information.
• Support the corporate data concept regarding weather data collected by providing guid-

ance to local units on short and long term weather data storage.
4. Recognize maintenance deficiencies and take steps to correct problems. Those steps can 

include, but are not limited to: 
• Assure that RAWS Watchdog is monitored by local units.
• Monitor RAWS Watchdog and notify forests when problems have not been responded to 

in a timely manner.
• Monitor the quality of data coming out of the RAWS network thru WIMS. (Sometimes this is 

an indicator of sensor problems that are not picked up with the technical watchdog report.)
• Schedule maintenance training at a Regional level. Assistance in this effort is usually 

available from the National RAWS Program.
• Work one-on-one with the local units to train and assure proper maintenance methods 

are understood and followed.
• Share training opportunity information that becomes available. This information will 

normally come from the National RAWS Program.
• Contact the National RAWS Coordinator, manufacturer’s representatives, or the BLM 

REMS Depot for support as necessary.
1 (Kolleen Shelley, 1/22/1999). Some of these points could certainly be used in a position description. Referenced from Draft: 

Operations and Protocols/Positions and Responsibilities item 4.
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Appendix N. Forest Service Region 9 RAWS 
Operating Plan for FY031

REMOTE WEATHER ANNUAL OPERATING PLAN

                                 USFS REGION 09

                        Report Date:  07/31/02  15:32 GMT

                               Unit: ALLEGHENY NF

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

~~~~~~~~  ALLEGHENY                  TEL-DATA     FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for ALLEGHENY NF :            $   675.00

                            Unit: CHEQUAMEGON-NICOLET

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

3284818C  LAONA                      SATELLITE    FTS      DEPOT       675.00

~~~~~~~~  GLIDDEN - FTS              TEL-DATA     FTS      DEPOT       675.00

~~~~~~~~  WASHBURN - FTS             TEL-DATA     FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for CHEQUAMEGON-NICOLET :     $  2025.00

                                Unit: CHIPPEWA NF

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

~~~~~~~~  CASS LAKE                  TEL-DATA     FTS      DEPOT       675.00

~~~~~~~~  CUTFOOT - FTS              TEL-DATA     FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for CHIPPEWA NF :             $  1350.00

                           Unit: GRN MTN & FINGER LKS

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

32760078  SWEEZY                     SATELLITE    FTS      DEPOT       675.00

~~~~~~~~  ELMORE                     TEL-DATA     FTS      DEPOT       675.00

~~~~~~~~  ESSEX JUNCTION             TEL-DATA     FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for GRN MTN & FINGER LKS :    $  2025.00

                           Unit: HIAWATHA & OTTAWA NF

                                                            
1 This excerpt is repr oduc ed here w ith the permission of S. Marien, Eastern Region (9) GACC
Meteor ologist.
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                           Unit: HIAWATHA & OTTAWA NF

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

328355D0  BLUE LAKE                  SATELLITE    FTS      DEPOT       675.00

3283604A  ELKHORN                    SATELLITE    FTS      DEPOT       675.00

3283733C  RACO                       SATELLITE    FTS      DEPOT       675.00

328346A6  WATERSMEET                 SATELLITE    FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for HIAWATHA & OTTAWA NF :    $  2700.00

REMOTE WEATHER ANNUAL OPERATING PLAN

                                 USFS REGION 09

                        Report Date:  07/31/02  15:32 GMT

                                Unit: HOOSIER NF

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

3284D1F0  HARDIN RIDGE               SAT,TEL      FTS      DEPOT       675.00

328530F8  TIPSAW LAKE                SAT,TEL      FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for HOOSIER NF :              $  1350.00

                             Unit: HURON-MANISTEE NF

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

32851614  BALDWIN                    SAT,TEL      FTS      DEPOT       675.00

3285238E  MIO                        SAT,TEL      FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for HURON-MANISTEE NF :       $  1350.00

                               Unit: MARK TWAIN NF

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

32720542  AVA                        SATELLITE    FTS      DEPOT       675.00

3233E796  CARR CREEK                 SATELLITE    FTS      DEPOT       675.00

3271F2C8  DONIPHAN                   SATELLITE    FTS      DEPOT       675.00

3271E1BE  SINKIN                     SATELLITE    FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for MARK TWAIN NF :           $  2700.00

                            Unit: MIDEWIN TALL GRASS

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

326F42B0  MIDEWIN TALL GRASS PRARIE  SATELLITE    FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for MIDEWIN TALL GRASS :      $   675.00
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                              Unit: MONONGAHELA NF

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

~~~~~~~~  DAVIS (BEARDEN) - FTS      TE L-DATA     FTS      DEPOT       675.00

~~~~~~~~  MARLINTON - FTS            TEL-DATA     FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for MONONGAHELA NF :          $  1350.00

                                Unit: SHAWNEE NF

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

3282B4D8  DIXON SPRINGS              SAT,TEL      FTS      DEPOT       675.00

3282D13E  BEAN RIDGE                 SATELLITE    FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for SHAWNEE NF :              $  1350.00

                                Unit: SUPERIOR NF

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

32728356  SUPERIOR #1                RAD-VOICE    FTS      DEPOT       675.00

327273D2  SUPERIOR #2                RAD-VOICE    FTS      DEPOT       675.00

~~~~~~~~  SUPERIOR #3                RAD-VOICE    HANDAR   D EPOT       675.00

~~~~~~~~  SUPERIOR #4                RAD-VOICE    HANDAR   N ONE          $.00

327F5658  FERNBERG                   SATELLITE    OTHER    NONE          $.00

~~~~~~~~  ELY - FTS                  TEL-DATA     FTS      DEPOT       675.00

~~~~~~~~  ISABELLA - FTS             TEL-DATA     FTS      DEPOT       675.00

~~~~~~~~  MEANDER FTS                TEL-DATA     FTS      DEPOT       675.00

~~~~~~~~  SEAGULL - FTS              TEL-DATA     FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for SUPERIOR NF :             $  4725.00

                                 Unit: WAYNE NF

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

~~~~~~~~  DEAN                       TEL-DATA     FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for WAYNE NF :                $   675.00

                             Unit: WHITE MOUNTAIN NF

NESS ID   Name                       TX Method    DCP      Maint.      Charge

-----------------------------------------------------------------------------

32352246  GREAT GULF                 SATELLITE    HANDAR   D EPOT       675.00

~~~~~~~~  LANCASTER                  TEL-DATA     FTS      DEPOT       675.00

~~~~~~~~  WHITE MTN NF               TEL-DATA     FTS      DEPOT       675.00

                                                                   ----------

            Total Maintenance Charge for WHITE MOUNTAIN NF :       $  2025.00
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                      Remote Weather Annual Operating Plan
                                     FY 2003
                                    Region 09

                                  July 31, 2002

                                 -- STATIONS --

               Total HANDAR Stations:                           3

               Total FTS Stations:                  +          35

               Total CAMPBELL Stations:             +           1

                                                   ---------------

               Total Stations:                                 39

                                -- MAINTENANCE --

               Stations on Full Maintenance:                    0

               HANDAR Stations on Depot Maintenance:            2

               FTS Stations on Depot Maintenance:              35

               Stations on Data Only Maintenance:               0

               Stations on Warranty Maintenance:                0

               Full Maintenance Charge:                $     0.00

               Depot Maintenance Charge (HANDAR):   +  $  1350.00

               Depot Maintenance Charge (FTS):      +  $ 23 625.00

               Data Only Maintenance Charge:        +  $     0.00

               Warranty Maintenance Charge:         +  $     0.00

                                                   ---------------

               Total Maintenance Charge:               $ 24975.00

                              -- REGION SUMMARY --

               Total Stations Cataloged:                       39

               TOTAL NETWORK FUNDING REQUIRED:         $ 24975.00
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Appendix O. Data Retrieval
This Appendix provides more detail on the information summarized in the Data Retrieval 

section of the report. The following RAWS databases are major sources for recent and ar-
chived data as of spring 2003, but may change if Internet addresses change or if new sites are 
generated.

Western Regional Climate Center (WRCC)
There are two ways to retrieve RAWS data from the WRCC via the Internet or direct ar-

rangements with WRCC. A new WRCC project/web site (http://www.wrcc.dri.edu/wraws/ 
RAWS USA Climate Archive) released in spring 2003, allows the user to select a RAWS from 
either a list or a clickable map. The user can then select from a list of different graphing op-
tions to retrieve data summaries, time series graphs, monthly or weekly summaries, and so 
forth. Data flow, search options and criteria are diagrammed in Appendix H-Z.

A third alternative is to contact the WRCC directly and request data files; for data from 
multiple sites and/or extended date ranges this is clearly the best method. Appendix A gives 
their web site address which in turn provides additional information such as telephone num-
bers, other products, etc.

National Interagency Fire Management Integrated Database 
(NIFMID)

Accessing NIFMID/KCFast allows member users to retrieve historical weather, fire oc-
currence, and station catalog data but does not allow changes to be made to these data and 
meta-data sets. (An excellent How-to… can be found in Appendix A of the Fire Family Plus 
Users Guide V2.0 (RMRS Fire Sciences Lab, Systems for Environmental Management, July 
2000)).

Steps include:
1. Via internet – see Appendix A for web address and Appendix C-1 and D for more detail,
2. Login as usual (requires user ID and password) and follow instructions to retrieve data set; 

KCFast will send data file to a FTP site,
3. Go to the FTP site indicated,
4. Find and select the file that was requested,
5. Go up to the FILE menu, scroll down to ‘Copy to folder’, click on browse, select a destina-

tion folder, and click on OK. The raw data file will be copied into the selected folder.

Access to WIMS is initially the same as that for KCFast, and one can use the same user ID 
and password. WIMS/WEB is a web-based interactive package that allows the user to enter 
and edit data; retrieve weather data, fire weather forecasts, and smoke management forecasts, 
display NFDRS indices and components, enter and retrieve point and trend forecasts, and 
other NWS products.

WIMS/Web came on-line in mid 2001. It is a web-based interactive application ingesting, 
archiving (meso-term – 2 years), and managing RAWS weather data stored in other modules of 
the NIFMID. These other modules include KCFast (long-term archive for 13:00 hour weather 
and fire occurrence), report generators (for the national fire situation report, incident situation 
reports, and aircraft use), and firefighter pocket cards. The WIMS is also host for the NFDRS 
model producing daily and forecasted) fire danger indices and components. WIMS, KCFast, 
and the other modules contained within NIFMID are accessible via the internet – F&AM web 
applications (http://famweb.nwcg.gov/).

WIMS and KCFast usernames and passwords can only be obtained from FS Regional level 
computer security offices.

http://www.wrcc.dri.edu/wraws/
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Geospatial Multi-Agency Coordination Group (GeoMAC)
GeoMAC is a map-intensive website that allows all users to access the last 24 hours of 

transmitted RAWS weather data, if that particular station transmits once per hour, otherwise 
the 13:00 (LDT) observations are given. Various map (information) layers are available such 
as thermal images (of active fires), situation report of active fires, available perimeters, RAWS 
weather, major cities, major roads, lakes, streams, and so forth. Multiple layers can be called 
up at any one time but only the top layer is active at a time.

Steps are:
1. Go to the Wildland fire access page (http://geomac.usgs.gov/),
2. Click on the Wildland fire maps button under ‘Public Server’, which takes the user to the 

GeoMAC overview map,
3. On the right hand side the user can choose map layers to display; each time different layers 

are chosen the map needs to be refreshed – the refresh button is at the bottom,
4. In the lower left hand corner are application buttons: locator, zoom, pan, hyperlink, etc.
5. If RAWS weather is the active layer then sites will be indicated on the map by small blue 

squares,
6. Click on the hyperlink button, then click on a mapped RAWS site, these are hyperlinked to 

a data archive housed by the NWS in Boise, ID.

The National Weather Service (NWS)
The National Weather Service is another RAWS data archive; the Boise Fire Weather/

National Fire Page (http://www.boi.noaa.gov/firewx.htm) provides links to RAWS observa-
tions, data summaries, model output statistics, RAWS location information, current condi-
tions, the WFAS, satellite imagery, and various fire indices.

ASCADS
ASCADS takes selected RAWS data from the DomSat Receive System (DRS) and sorts 

and re-formats it into a relational database. ASCADS then passes the converted and format-
ted data to the BLM Web Server, the NIFMID/WIMS, the NWS, and WRCC. ASCADS is 
a single source for all RAWS information such as maintenance history, sensor complement, 
location, route, point of contact, and observation data. It was moved onto new server hardware 
spring 2003.

ASCADS is a user-friendly, menu driven interface that gives users the ability to view and 
print reports of the most current information associated with a RAWS. Extensive information 
is associated with every station. To ease viewing of station data, associated data have been 
grouped into several screens. Data flow and screen menu choices have been diagrammed 
in Appendix F (adapted from the ASCADS Field Users Guide Version 2.1 2002). Access to 
ASCADS is via a terminal emulation package such as Secure Netterm in the FS. All pass-
words, user names, and edit access must be obtained from RAWS agency coordinators.

http://geomac.usgs.gov/
http://www.boi.noaa.gov/firewx.htm
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Appendix P. ASCADS Watchdog Alerts and 
Data Flags

Complete list of the ASCADS Watchdog alerts and data flags (provided by K. McGillivary 
(Applications Software Group/BLM/NIFC) and P. Sielaff (RSFWSU/BLM/NIFC 2002). 
Note that many of the parameters are not actually used.

WATCHDOG EVENT DESCRIPTION 8/19/2002
DAPS ERROR   Parity Error Detected
DAPS ERROR   See Incidental Info for Detail
INCONSISTENCY   Fuel Temp Not Consistent With Air Temp
STATION   Offline
STATION   Station Description Changed
STATION   Transmissions Resumed
TRANSMISSION   Arrival Time is Drifting
TRANSMISSION   Bad Character Count
TRANSMISSION   Frequency
TRANSMISSION   Missing Entire Transmission
TRANSMISSION   Missing Header
TRANSMISSION   Missing Observation
TRANSMISSION   Modulation
TRANSMISSION   Power (Signal Strength)
TRANSMISSION   Wrong Character Count Received
AIR QUALITY   Change Too Large
AIR QUALITY   Format Error Detected
AIR QUALITY   Invalid Data
AIR QUALITY   Parity Error Detected
AIR QUALITY   Reading Missing
AIR QUALITY   Reading Too High
AIR QUALITY   Reading Too Low
AIR QUALITY   Reading Unchanged Too Long
AIR TEMPERATURE   Change Too Large
AIR TEMPERATURE   Format Error Detected
AIR TEMPERATURE   Invalid Data
AIR TEMPERATURE   Parity Error Detected
AIR TEMPERATURE   Reading Missing
AIR TEMPERATURE   Reading Too High
AIR TEMPERATURE   Reading Too Low
AIR TEMPERATURE   Reading Unchanged Too Long
BAROMETRIC PRESSURE   Change Too Large
BAROMETRIC PRESSURE   Format Error Detected
BAROMETRIC PRESSURE   Invalid Data
BAROMETRIC PRESSURE   Parity Error Detected
BAROMETRIC PRESSURE   Reading Missing
BAROMETRIC PRESSURE   Reading Too High
BAROMETRIC PRESSURE   Reading Too Low
BAROMETRIC PRESSURE   Reading Unchanged Too Long
BATTERY VOLTAGE   Change Too Large
BATTERY VOLTAGE   Format Error Detected
BATTERY VOLTAGE   Invalid Data
BATTERY VOLTAGE   Parity Error Detected
BATTERY VOLTAGE   Reading Missing
BATTERY VOLTAGE   Reading Too High
BATTERY VOLTAGE   Reading Too Low
BATTERY VOLTAGE   Reading Unchanged Too Long
CLOUD LAYER   Change Too Large
CLOUD LAYER   Format Error Detected
CLOUD LAYER   Invalid Data
CLOUD LAYER   Parity Error Detected
CLOUD LAYER   Reading Missing
CLOUD LAYER   Reading Too High
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CLOUD LAYER   Reading Too Low
CLOUD LAYER   Reading Unchanged Too Long
DEW POINT   Change Too Large
DEW POINT   Format Error Detected
DEW POINT   Invalid Data
DEW POINT   Parity Error Detected
DEW POINT   Reading Missing
DEW POINT   Reading Too High
DEW POINT   Reading Too Low
DEW POINT   Reading Unchanged Too Long
FUEL MOISTURE   Change Too Large
FUEL MOISTURE   Format Error Detected
FUEL MOISTURE   Invalid Data
FUEL MOISTURE   Parity Error Detected
FUEL MOISTURE   Reading Missing
FUEL MOISTURE   Reading Too High
FUEL MOISTURE   Reading Too Low
FUEL MOISTURE   Reading Unchanged Too Long
FUEL TEMPERATURE   Change Too Large
FUEL TEMPERATURE   Format Error Detected
FUEL TEMPERATURE   Invalid Data
FUEL TEMPERATURE   Parity Error Detected
FUEL TEMPERATURE   Reading Missing
FUEL TEMPERATURE   Reading Too High
FUEL TEMPERATURE   Reading Too Low
FUEL TEMPERATURE   Reading Unchanged Too Long
GAMMA RADIATION   Change Too Large
GAMMA RADIATION   Format Error Detected
GAMMA RADIATION   Invalid Data
GAMMA RADIATION   Parity Error Detected
GAMMA RADIATION   Reading Missing
GAMMA RADIATION   Reading Too High
GAMMA RADIATION   Reading Too Low
GAMMA RADIATION   Reading Unchanged Too Long
RAIN GAGE   Change Too Large
RAIN GAGE   Format Error Detected
RAIN GAGE   Invalid Data
RAIN GAGE   Parity Error Detected
RAIN GAGE   Reading Missing
RAIN GAGE   Reading Too High
RAIN GAGE   Reading Too Low
RAIN GAGE   Reading Unchanged Too Long
RELATIVE HUMIDITY   Change Too Large
RELATIVE HUMIDITY   Format Error Detected
RELATIVE HUMIDITY   Invalid Data
RELATIVE HUMIDITY   Parity Error Detected
RELATIVE HUMIDITY   Reading Missing
RELATIVE HUMIDITY   Reading Too High
RELATIVE HUMIDITY   Reading Too Low
RELATIVE HUMIDITY   Reading Unchanged Too Long
SHAFT ENCODER   Change Too Large
SHAFT ENCODER   Format Error Detected
SHAFT ENCODER   Invalid Data
SHAFT ENCODER   Parity Error Detected
SHAFT ENCODER   Reading Missing
SHAFT ENCODER   Reading Too High
SHAFT ENCODER   Reading Too Low
SHAFT ENCODER   Reading Unchanged Too Long
SNOW DEPTH   Change Too Large
SNOW DEPTH   Format Error Detected
SNOW DEPTH   Invalid Data
SNOW DEPTH   Parity Error Detected
SNOW DEPTH   Reading Missing
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SNOW DEPTH   Reading Too High
SNOW DEPTH   Reading Too Low
SNOW DEPTH   Reading Unchanged Too Long
SNOW PILLOW   Change Too Large
SNOW PILLOW   Format Error Detected
SNOW PILLOW   Invalid Data
SNOW PILLOW   Parity Error Detected
SNOW PILLOW   Reading Missing
SNOW PILLOW   Reading Too High
SNOW PILLOW   Reading Too Low
SNOW PILLOW   Reading Unchanged Too Long
SOIL MOISTURE   Change Too Large
SOIL MOISTURE   Format Error Detected
SOIL MOISTURE   Invalid Data
SOIL MOISTURE   Parity Error Detected
SOIL MOISTURE   Reading Missing
SOIL MOISTURE   Reading Too High
SOIL MOISTURE   Reading Too Low
SOIL MOISTURE   Reading Unchanged Too Long
SOIL TEMPERATURE   Change Too Large
SOIL TEMPERATURE   Format Error Detected
SOIL TEMPERATURE   Invalid Data
SOIL TEMPERATURE   Parity Error Detected
SOIL TEMPERATURE   Reading Missing
SOIL TEMPERATURE   Reading Too High
SOIL TEMPERATURE   Reading Too Low
SOIL TEMPERATURE   Reading Unchanged Too Long
SOLAR RADIATION   Change Too Large
SOLAR RADIATION   Format Error Detected
SOLAR RADIATION   Invalid Data
SOLAR RADIATION   Parity Error Detected
SOLAR RADIATION   Reading Missing
SOLAR RADIATION   Reading Too High
SOLAR RADIATION   Reading Too Low
SOLAR RADIATION   Reading Unchanged Too Long
VISIBILITY MILES   Change Too Large
VISIBILITY MILES   Format Error Detected
VISIBILITY MILES   Invalid Data
VISIBILITY MILES   Parity Error Detected
VISIBILITY MILES   Reading Missing
VISIBILITY MILES   Reading Too High
VISIBILITY MILES   Reading Too Low
VISIBILITY MILES   Reading Unchanged Too Long
VISIBILITY MTNCE   Change Too Large
VISIBILITY MTNCE   Format Error Detected
VISIBILITY MTNCE   Invalid Data
VISIBILITY MTNCE   Parity Error Detected
VISIBILITY MTNCE   Reading Missing
VISIBILITY MTNCE   Reading Too High
VISIBILITY MTNCE   Reading Too Low
VISIBILITY MTNCE   Reading Unchanged Too Long
WATER FLOW   Change Too Large
WATER FLOW   Format Error Detected
WATER FLOW   Invalid Data
WATER FLOW   Parity Error Detected
WATER FLOW   Reading Missing
WATER FLOW   Reading Too High
WATER FLOW   Reading Too Low
WATER FLOW   Reading Unchanged Too Long
WATER LEVEL   Change Too Large
WATER LEVEL   Format Error Detected
WATER LEVEL   Invalid Data
WATER LEVEL   Parity Error Detected
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WATER LEVEL   Reading Missing
WATER LEVEL   Reading Too High
WATER LEVEL   Reading Too Low
WATER LEVEL   Reading Unchanged Too Long
WATER PRESSURE   Change Too Large
WATER PRESSURE   Format Error Detected
WATER PRESSURE   Invalid Data
WATER PRESSURE   Parity Error Detected
WATER PRESSURE   Reading Missing
WATER PRESSURE   Reading Too High
WATER PRESSURE   Reading Too Low
WATER PRESSURE   Reading Unchanged Too Long
WATER QUALITY   Change Too Large
WATER QUALITY   Format Error Detected
WATER QUALITY   Invalid Data
WATER QUALITY   Parity Error Detected
WATER QUALITY   Reading Missing
WATER QUALITY   Reading Too High
WATER QUALITY   Reading Too Low
WATER QUALITY   Reading Unchanged Too Long
WATER TEMPERATURE   Change Too Large
WATER TEMPERATURE   Format Error Detected
WATER TEMPERATURE   Invalid Data
WATER TEMPERATURE   Parity Error Detected
WATER TEMPERATURE   Reading Missing
WATER TEMPERATURE   Reading Too High
WATER TEMPERATURE   Reading Too Low
WATER TEMPERATURE   Reading Unchanged Too Long
WATER TURBIDITY   Change Too Large
WATER TURBIDITY   Format Error Detected
WATER TURBIDITY   Invalid Data
WATER TURBIDITY   Parity Error Detected
WATER TURBIDITY   Reading Missing
WATER TURBIDITY   Reading Too High
WATER TURBIDITY   Reading Too Low
WATER TURBIDITY   Reading Unchanged Too Long
WEIGH GAGE   Change Too Large
WEIGH GAGE   Format Error Detected
WEIGH GAGE   Invalid Data
WEIGH GAGE   Parity Error Detected
WEIGH GAGE   Reading Missing
WEIGH GAGE   Reading Too High
WEIGH GAGE   Reading Too Low
WEIGH GAGE   Reading Unchanged Too Long
WIND DIRECTION   Change Too Large
WIND DIRECTION   Format Error Detected
WIND DIRECTION   Invalid Data
WIND DIRECTION   Parity Error Detected
WIND DIRECTION   Reading Missing
WIND DIRECTION   Reading Too High
WIND DIRECTION   Reading Too Low
WIND DIRECTION   Reading Unchanged Too Long
WIND SPEED   Change Too Large
WIND SPEED   Format Error Detected
WIND SPEED   Invalid Data
WIND SPEED   Parity Error Detected
WIND SPEED   Reading Missing
WIND SPEED   Reading Too High
WIND SPEED   Reading Too Low
WIND SPEED   Reading Unchanged Too Long
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Appendix Q. KCFast Data File Formats
Table Q-1 contains the 1972 Data File Format of RAWS 13:00-hour observations. Table 

Q-2 contains the 1998 Data File Format of all hourly observations. Table Q-3 contains the 
Standard Extract: Fire Occurrence Output Format. 

Table Q-1: RAWS  Weather Station 1972 Data Format (*.fwx).

 Field Field Name Columns

 1 STATION NUMBER 1-6

 2 YEAR 7-8

 3 MONTH 9-10

 4 DAY 11-12

 5 STATE OF WEATHER (CODE) 13

 6 DRY BULB TEMPERATURE (oF) 14-16

 7 RELATIVE HUMIDITY (%) 17-19

 8 HERBACEOUS GREENNESS FACTOR 20-22

 9 HERBACEOUS VEGETATION CONDITION 23-24

 10 HUMAN-CAUSED RISK 25-27

 11 WIND DIRECTION (8 POINT) 28

 12 WIND SPEED (MPH) 29-31

 13 WOODY VEGETATION CONDITION 32

 14 10-HR FUEL MOISTURE (%) 33-35

 15 WOODY GREENNESS FACTOR 36-38

 16 MAXIMUM TEMPERATURE (oF) 39-41

 17 MINIMUM TEMPERATURE (oF) 42-44

 18 MAXIMUM RH (%) 45-47

 19 MINIMUM RH (%) 48-50

 20 SEASON CODE 51

 21 PRECIPITATION DURATION (HRS) 52-53

 22 PRECIPITATION AMOUNT (IN) 54-57

 23 LIGHTNING ACTIVITY LEVEL 58-60

 24 RELATIVE HUMIDITY VARIABLE (see note) 61

 25 FORECAST FLAG 79

 26 REGION NUMBER 80

Note: RH variable 1 = Wet bulb, 2 = RH%, 3 = dew point.
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Table Q-2: RAWS Weather 1998 Data Format.

 Item Cols Type Description

 1 01-03 3A Record type (W98). All records begin with this record type identifier code.

 2 04-09 6N Station Number.

 3 10-17 8N Observation date (YYYYMMDD).

 4 18-21 4N Observation time (0000-2359).

 5 22 1A Observation type (O=NFDRS, R=RAWS other than at the standard 
     NFDRS observation time, F=Forecast, X=Other).

 6 23 1N State of weather code

 7 24-26 3N Dry bulb temperature (degrees Fahrenheit or degrees Celsius based on 
     Measurement Type code [col. 63]).

 8 27-29 3N Atmospheric moisture (wet bulb temperature, relative humidity (percent), 
     or dewpoint temperature based on Moisture Type code [col. 62]).

 9 30-32 3N Wind direction azimuth measured from true north. 0 (zero) means no 
     wind direction, 360 is north.

 10 33-35 3N Average windspeed over a 10-minute period (miles or kilometers per 
     hour based on Measurement Type code).

 11 36-37 2N Measured 10-hour time lag fuel moisture.

 12 38-40 3N Maximum Temperature (degrees Fahrenheit or degrees Celsius based 
     on Measurement Type code [col. 63]).

 13 41-43 3N Minimum Temperature (degrees Fahrenheit or degrees Celsius based on 
     Measurement Type code [col. 63]).

 14 44-46 3N Maximum relative humidity (percent).

 15 47-49 3N Minimum relative humidity (percent).

 16 50-51 2N Precipitation duration (hours).

 17 52-56 5N Precipitation amount based on Measurement Type code [col. 63]. 
     Blanks=no precipitation. U.S. measurement: inches with implied 
     decimal nn.nnn format; trace shown as 00005. Metric measurement: 
     measured in millimeters, no implied decimal; trace shown as 00001.

 18 57 1A Wet flag (Y/N).

 19 58-59 2N Herbaceous greenness factor (0-20).

 20 60-61 2N Shrub greenness factor (0-20).

 21 62 1N Moisture Type code (1=Wet bulb, 2=Relative Humidity, 3=Dewpoint).

 22 63 1N Measurement Type code: 1=U.S.,2=Metric. Affects temperature (oF or 
     oC), wind (miles or kilometers per hour), and precipitation (decimal 
     inches or millimeters).

 23 64 1N Season code (1=Winter, 2=Spring, 3=Summer, 4=Fall).

 24 65-68 4N Solar radiation (watts per square meter).
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Table Q-3: Standard Extract: Fire Occurrence Output Format.

 Field Field Name Columns

 1 REPORTING FS REGION 1-2

 2 REPORTING FS UNIT 3-4

 3 FIRE NUMBER 5-7

 4 DISTRICT NUMBER 8-9

 5 STATISTICAL CAUSE 10

 6 GENERAL CAUSE 11

 7 SPECIFIC CAUSE 12-13

 8 CLASS OF PEOPLE 14

 9 FIRE SIZE CLASS 15

 10 TOTAL AREA BURNED 16-24

 11 FS AREA BURNED 25-33

 12 NON-FS, UNDER FS PROTECTION AREA BURNED 34-42

 13 NON-FS AREA BURNED 43-51

 14 VEGETATION COVER TYPE 52-53

 15 NFMAS ASPECT 54

 16 TOPOGRAPHY CODE 55

 17 FMZ_CODE 56-59

 18 BLANK 60

 19 REPRESENTATIVE WEATHER STATION NUMBER 61-66

 20 NFDRS FUEL MODEL 67

 21 FIRE INTENSITY LEVEL 68

 22 FIRE INTENSITY SOURCE 69-70

 23 LATITUDE (DDMMSS) 71-76

 24 LONGITUDE (DDDMMSS) 77-83

 25 TOWNSHIP 84-88

 26 RANGE 89-93

 27 SECTION 94-95

 28 SUB-SECTION 96-99

 29 PRINCIPAL MERIDIAN 100-101

 30 SLOPE PERCENT 102-104

 31 ASPECT CLASS 105

 32 ELEVATION (FEET) 106-110

 33 STATE CODE 111-112

 34 COUNTY CODE 113-115

 35 PROTECTION AGENCY 116-118

 36 OWNERSHIP AT ORIGIN 119

 37 PRESCRIBED FIRE (Y/N) 120

 38 ESCAPED FIRE (Y/N) 121

 39 INITIAL SUPPRESSION STRATEGY 122
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 40 FFF COST, IN DOLLARS 123-131

 41 FIRE IGNITION DATE (YYYYMMDD) 132-139

 42 FIRE IGNITION TIME (HH24MI) 140-143

 43 FIRE DISCOVERY DATE (YYYYMMDD) 144-151

 44 FIRE DISCOVERY TIME (HH24MI) 152-155

 45 FIRST ACTION DATE (YYYYMMDD) 156-163

 46 FIRST ACTION TIME (HH24MI) 164-167

 47 SECOND ACTION DATE (YYYYMMDD) 168-175

 48 SECOND ACTION TIME (HH24MI) 176-179

 49 DECLARED WILDFIRE DATE (YYYYMMDD) 180-187

 50 DECLARED WILDFIRE TIME (HH24MI) 188-191

 51 FIRE CONTAINED DATE (YYYYMMDD) 192-199

 52 FIRE CONTAINED TIME (HH24MI) 200-203

 53 FIRE CONTROLLED DATE (YYYYMMDD) 204-211

 54 FIRE CONTROLLED TIME (HH24MI) 212-215

 55 FIRE OUT DATE (YYYYMMDD) 216-223

 56 FIRE OUT TIME (HH24MI) 224-227

 57 FIRE NAME 228-247

 58 FIRE ID (NIFMID ID#) 248-254

 59 PCODE 255-259

 60 WILDERNESS 260-262



120 USDA Forest Service RMRS-GTR-119. 2003. USDA Forest Service RMRS-GTR-119. 2003. 121

Appendix R. SIT – Interagency Situation Report
The Interagency Situation Report (SIT) program is a web application; rather than informa-

tion being mailed first to the GACC’s then to NICC, the GACC’s and NICC can go directly 
to the SIT web server and generate reports using the data that the local dispatch offices had 
entered. The last includes daily fire statistics, resource information, incident information, 
planned fires, and preparedness levels. During the fire season this information and situation 
reports are generated daily; during non-fire season the report is submitted irregularly depend-
ing on the level of incident activity.  Examples are provided of input  and output for the Fort 
Collins Dispatch Center as of September 12, 2003 (see below). 
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Dispatch Office Detailed Situation Report   10/8/2003

Ft Collins Dispatch Center

Wildfire Activity New
Human

New
Lightning Uncntrld

YTD
Human

YTD
Lightning Unit

ID
Fire
Dngr

P
LUnit Name Agency Fires Acres Fires Acres Fires Fires Acres Fires Acres

FTC 
COUNTIES

CNTY
CO-
FTX

  NR 6 8 15 148

 sum  6 8 15 148

Rocky Mountain 
Arsenal

FWS
CO-
RMR

  NR 0 0 0 0

 sum  0 0 0 0

ROCKY 
MOUNTAIN 
NATIONAL 
PARK

NPS
CO-
RMP

  NR 0 0 1 0

 sum  0 0 1 0

ARAPAHO-
ROOSEVELT 
N.F./PAWNEE 
N.G.

USFS
CO-
ARF

  NR 12 1 38 33

 sum  12 1 38 33

 total  18 9 54 181

No report for fire danger levels.

Prescribed Fires daily Report

Prescribed Fires  Wildland Fire Use (WFU)

 New Year to Date  New Year to Date

Unit Agency Fires Acres Fires Acres  Fires Acres Fires Acres

CO-FTX CNTY NR 1 10  NR 0 0

 sum  1 10   0 0

CO-RMR FWS NR 4 275  NR 0 0

 sum  4 275   0 0

CO-RMP NPS NR 4 64  NR 0 0

 sum  4 64   0 0

CO-ARF USFS NR 7 890  NR 0 0

 sum  7 890   0 0

 total  16 1,239   0 0

Remarks for office.

Large Fire Totals

Acreage Personnel CRW1 CRW2 HEL1 HEL2 HEL3 ENGS OVHD

0 0 0 0 0 0 0 0 0

Resource status   ( a = Available,  c = Committed)

 AIRT SEAT LEAD AAAC SJAC HEL1 HEL2 HEL3 CRW1 CRW2

Unit a c a c a c a c a c a c a c a c a c a c

                    

Totals                     

Total Committed Resources (Large Fire and IA/Extended Attack)

CRW1 CRW2 HEL1 HEL2 HEL3 ENGS OVHD

0 0 0 0 0 0 0

Who is on call?

Return to the Select Dispatch Office Menu 

Report executed on:   08-Oct-2003 1438 mountain time
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Appendix S. 209 Incident Report Form
The incident Status Summary Form 209 is used for reporting information on a regular basis 

about incidents of significance. The 209 form is now web based and can be accessed through 
NIFMID at local, geographic, and national levels. When possible, information is entered at the 
management level that is nearest to the incident or at the dispatch level and so on. Information 
inputs include: date, time, location, incident name, current situation and outlook, committed 
resources, size, percent contained, threat level, basic current weather data and forecast (when 
available), and major problems and concerns. An example form is provided below.

Incident Status Summary (ICS-209)

1: Date
09/12/2003

2: Time
1800    |       |

3: Initial | Update | Final
XX

4: Incident Number
WA-OWF-398

5: Incident Name
NEEDLE

6: Incident Kind
Wildland Fire

7: Start Date Time
08/05/2003 2000

8: Cause
Lightning

9: Incident Commander
Hart

10: IMT Type
1

11: State-Unit
WA-OWF

12: County
OKANOGAN "

13: Latitude and
Longitude

Lat: 48° 36´ 0
Long: 120° 40´ 0"

14: Short Location Description (in reference to nearest town):
12 MILES NW OF WINTHROP, WA. near the Town of

Mazama

Current Situation

15: Size/Area
Involved

21,250 ACRES

16: % Contained
or

MMA
60 Percent

17: Expected
Containment
Date:
Time:

18: Line to
Build

19: Costs
to Date

$3,227,297

20: Declared
Controlled
Date:
Time:

21: Injuries this
Reporting Period:

22: Injuries
to Date:

23: Fatalities 24: Structure Information

1 2 0 Type of Structure # Threatened # Damaged # Destroyed

25: Threat to Human Life/Safety:
Evacuation(s) in progress ----
No evacuation(s) imminent -- XX
Potential future threat -------- XX
No likely threat --------------- 

Residence 100

Commercial Property

Outbuilding/Other

26: Communities/Critical Infrastructure Threatened (in 12, 24, 48 and 72 hour time frames):
12 hours:
24 hours:
48 hours:
72 hours:

27: Critical Resource Needs (kind & amount, in priority order):
1. HCWM (3)
2. SEC 1 or 2 (6)
3. SPUL (1), COST (1), TIME(1)

28: Major problems and concerns (control problems, social/political/economic concerns or impacts, etc.) Relate critical
resources needs identified above to the Incident Action Plan.
STEEP RUGGED TERRAIN, FALLING SNAGS MAKE CONTROL EFFORTS
DIFFICULT IN DIVISION A AND C. ACCESS VIA HELISPOTS ALSO OF CONCERN.

29: Resources threatened (kind(s) and value/significance):
COMMUNITY WATERSHEDS, VIEW SHED

30: Current Weather Conditions
Wind Speed: 8-12G20 mph Temperature: 65
Wind Direction: WEST Relative Humidity: 35

31: Resource benefits/objectives (for prescribed/wildland
fire use only):

32: Fuels/Materials Involved: 10 Timber (litter and understory)
heavy down and dead fuels

10/10/03 3:08 PMICS-209 Form

Page 1 of 3file://localhost/Users/connie/Desktop/Connie's%20Work/PUBLICATIONS/GTRs/Zachariassen%20GTR/r_print_209_head.html
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33: Today's observed fire behavior (leave blank for non-fire events):
FIRE IS CREEPING TO THE EAST TOWARD THE LOST RIVER DEVELOPMENT
CARRIED BY THE LARGE FUELS. HIGH HUMIDITY IS LIMITING THE FINE FUELS
TO BURN AGGRESSIVELY AND SPOTTING FROM THE OCCASIONAL TORCHING
OF SMALL POKESTS OF TIMBER WITHIN THE PERIMETER.

34: Significant events today (closures, evacuations, significant progress made, etc.):
DIRECT LINE CONSTRUCTION IN DIVISION C ALONG CALOWAY CREEK AND
DIVISION A BETWEEN METHOW RIVER AND H-4.

Outlook

35: Estimated
Control
Date and Time:

36: Projected Final
Size:

115,000

37: Estimated Final
Cost:

$6,670,000

38: Tomorrow's Forecasted Weather
Wind Speed: 2-3 mph Temperature: 70
Wind Direction: UP CANYON Relative
Humidity: 25%

39: Actions planned for next operational period:
CONTINUE LINE CONSTRUCTION IN DIV. C. BEGIN LINE CONSTRUCTION IN DIV.
D BETWEEN CALOWAY CREEK AND MC GEE CREEK. MOP UP AND LINE
IMPROVEMENT CONTINUING IN DIV. A AND E.

40: Projected incident movement/spread during next operational period:
SHOULD NOT BE ANY SIGNIFICANT MOVEMENT OF SPREAD DURING NEXT
OPERATIONAL PERIOD HOWEVER ALL DIVISIONS ARE TO BE MORE CAUTIOUS
DUE TO A WARMING AND DRYING TREND.

41: For fire incidents, describe resistance to control in terms of:

1. Growth Potential -Medium
2. Difficulty of Terrain - Extreme

42: How likely is it that containment/control targets will be met, given the current resources and suppression/control
strategy?
GOOD CHANCE CONTROL OBJECTIVES WILL BE MET WITH THE ADDITION OF
FIVE TYPE 1 HAND CREWS OVER THE NEXT SEVERAL OPERATIONAL PERIODS.

43: Projected demobilization start date:

44: Remarks:
ALL HIKING TRAILS IN THE VICINITY OF THE FIRE REMAIN CLOSED. HIGHWAY
20 IS BEING MONITORED TO KEEP TRAVELERS FROM STOPPING AND
OBSERVING THE FIRE ACTIVITY AND CREATING PARKING HAZARDS BECAUSE
OF THE INCREASED HELICOPTERS. THE NEEDLES INCIDENT IS BURNING
APPROXIMATELY 12 MILES NORTHWEST OF WINTHROP IN VERY STEEP
RUGGED TERRAIN WITH LITTLE TO NO ACCESS. THE ONE INJURY WAS SEVERE
ANKLE SPRAIN. HARTS PASS ROAD WAS OPEN TODAY OF SNAGS AND
DISCOVERED ONE OUTBUILDING AND CAMPGROUND WAS BURNED OVER AT
HARTS PASS.

45: Committed Resources

10/10/03 3:08 PMICS-209 Form
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Agency
CRW1 CRW2 HEL1 HEL2 HEL3 ENGS DOZR WTDR OVHD Camp

Crews
Total

PersonnelSR ST SR ST SR SR SR SR ST SR ST SR SR

NPS 6 6
PRI 3 4 1 3 22 2 17 55 163
OTHR 12 12
CNTY 8 8
USFS 4 4 66 224
BIA 1 1
FWS 2 2
BLM 2 2 17 99
ST 2 1 10 50 2 125

Total 6 0 11 0 4 2 3 32 0 2 0 17 217 2 640

46: Cooperating and Assisting Agencies Not Listed Above:
OKANOGAN COUNTY SHERIFF'S OFFICE, WSP, OKANOGAN COUNTY FIRE
DISTRICT #6

Approval Information

47: Prepared by:
JAMES MUNROE, SITL (T)

48: Approved by:
STEVE HART, IC

49: Sent to:NWCC by: JAM
Date: 09/12/2003 Time: 1830

10/10/03 3:08 PMICS-209 Form
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Appendix T. GeoMAC Site Hierarchy and 
Options

This web-based fire application was developed by the Geospatial Multi-Agency 
Coordination Group of the U.S. Geological Survey. A flow chart is presented below. Further 
details are given in the Data Retrieval section of the report and in Appendix O.

About GeoMAC

Wildland fire maps

functions
locator

thermal avhrr

zoom
zoom in

thermal modis

layer/legend
back

sit report fires

hyperlink

non-active sit fires

print

RAWS weather

reload

cities

full extent

road shields

zoom out

roads

pan

states

identify

water bodies

lat/long

rivers

shaded relief

help

urban outer face

Wildland fire information map
(conterminous US)

What is GeoMAC
How it works
The need for GeoMAC
The development team
Contact information

GeoMAC
Welcome Page
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Appendix U. Summary of Responses to RAWS 
Survey

Survey questions were primarily concerned with data use, sampling protocols, importance 
of data, and data type elements. Responses were processed by simply tabulating results for 
fixed questions and parts of questions and then summarized. A total of 44 responses were 
received, evenly divided between NWS/WFO and federal and state land management users.

Survey question 1. What do you use RAWS for ?

incident management
fuels management
prescribed burning
research
hydrology
avalanche management
water quality or stream levels
air quality monitoring
resource management
public awareness/communication
weather prediction/forecasting
legal
other(?)

RAWS data were used for multiple purposes by all respondents. Of the above choices weath-
er prediction/forecasting was the primary category accounting for 71% of use followed by in-
cident management, prescribed burning (both roughly 40%), and fuels management. RAWS 
data were also used to support basic research, hydrology, public awareness/communication, 
resource management, and air quality monitoring by respondents. The category ‘other’ in-
cluded general weather monitoring and summaries, and spot forecasts. Virtually all NWS 
respondents use RAWS data for weather prediction/forecasting; five do not use RAWS data at 
all nor are they involved in issuing fire weather forecasts.

Survey question 2. What type of weather data or NFDRS output do you use ?

fire danger rating indices/components (e.g. IC, BI, ERC, SC)
wind speed
wind direction
relative humidity
air temperature
rainfall/precipitation
fuel temperature
fuel moisture
peak wind gust
direction of peak wind gust
solar radiation
other (?)

NFDRS indices and components are used by 45% of NWS/WFO’s, the remainder did not 
use any NFDRS output. Twenty percent of land management responses indicated no NFDRS 
output use; the remainder did use NFDRS indices and components. Wind speed and direc-
tion, relative humidity, air temperature, precipitation, and fuel moisture were elements used by 
about 83% of all respondents. Fuel temperature and direction of peak wind gust were used by 
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only about one-third of respondents. The other  category included max/min air temperature, 
max/min RH, and KBDI.

Survey question 3. What data frequency do you use ?

daily
hourly
instantaneous/real time
event specific
minute

Almost 88% of all respondents use hourly and daily (daily = the 13:00 hr observation) ob-
servations; the real time and event specific categories accounted for the remaining responses. 
Almost all respondents indicated using data at multiple frequencies.

Survey question 4. What spatial resolution (area) do you use the data for and 
what do you need ?

GACC
agency region
national forest area
weather/climate zone
a specific location

Ninety percent of NWS/WFO respondents use the RAWS data set for a specific location 
and/or weather/climate zone. Sixty-eight percent of land management responses indicated 
use of RAWS data for agency regions and national forest areas; 21% for GACC use, weather/
climate zone, or a specific location; 11% did not respond to this question. These results are not 
very surprising given the different mandates driving these agencies and their different areas 
of interest and concern.

Survey question 5. For what decision(s) or judgment(s) are the data used for 
(briefly describe in your own words).

The majority of land management agency respondents use the RAWS data set for fire busi-
ness applications (calculating NFDRS indices and components), determining staffing levels, 
incident management, informing the public (adjective fire danger ratings). Respondents from 
the NWS also use RAWS data for fire weather forecasting, public weather forecasts, red flag 
and fire weather watches, severe weather warnings, point forecasts, and forecast verification. 
The difference in use by these two groups was split along agency lines

Survey question 6. What potential impact of the data use do you see on your 
decision/judgment ? and Why ? (please briefly describe).

Given the answers to this question it was interpreted by respondents either as: describe 
the impact upon decision making resulting from lack of RAWS data or as: describe the im-
portance of the RAWS data for your primary use of the data set. With respect to the former, 
answers range from:  I cannot live without RAWS data – too many critical decisions are based 
on historical and current weather conditions to If you don’t have ground-truth data how can 
you make an intelligent decision? The importance of RAWS data was critical for calculating 
NFDRS indices and components, area fire weather and spot/point forecasts, fire fighter safety, 
resource management, staffing, and monitoring weather during prescribed burns or an inci-
dent. This was true for both the NWS and land management agency personnel.
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Survey question 7. Do you have any geographic areas or topographic 
settings where weather sampling/stations overlap or areas where there is not 
enough coverage ? If either or both, where ?

The answers to this question indicated an interpretation of: Is there any overlap of RAWS 
coverage in your area? Answers were almost all: no overlap in coverage, pretty good coverage, 
or adequate to there are gaps in my area/not enough coverage – we need more stations (au-
thors quotation marks). The latter were mostly from areas in the mid-west continental United 
States, North-East, and East. One respondent indicated both conditions (FS Southern Region) 
and only two described overlapping station coverage; the last were two WFO areas located in 
North Carolina.

Survey question 8. Updating/upgrading RAWS data collection and NFDRS 
output protocols:

Background given as part of the question: Many users of RAWS data demand that they 
need a specific record like the 10-minute average wind speed or the instantaneous tempera-
ture, etc. as recorded only once per hour prior to transmission time. This has lead to dispropor-
tional competition for transmission times close to the top of the hour. Others have been asking 
for hourly averages or hourly maximums/minimums (of air temp. and/or relative humidity) as 
more representative of the actual weather. The current RAWS data output protocols are based 
on what was possible in the past when data could only be collected manually. With modern 
communication new data protocols are now possible – transmission more than once an hour 
and higher rates. It is true that our fire danger rating indices and components (IC, BI, ERC 
etc. – generated once per day for 13:00 LST) are currently based on the existing RAWS data 
collection protocols and any changes would require testing of the effects on these indices and 
possible minor adjustments. However the indices may be improved with such changes. Please 
provide your thoughts, support or disagreements on the subject of changing data collection and 
NFDRS output protocols to take advantage of modern capabilities. (Please feel free to use any 
additional space).

This is a loaded question and we thought it would elicit some strong response; it did not. 
Only three out of all the respondents (about 9%) emphatically advocated leaving the sampling 
protocol and overall procedures as is. All other responses indicated a desire for change: real 
time data access, NFDRS output more than once per day, higher transmission frequencies 
(more than once per hour), and better data access were the most frequently expressed thoughts. 
We were not clear what was exactly meant by better data access as no details were given. Some 
RAWS have real time data access capability via telephone and can also alert local dispatch 
centers if critical thresholds are exceeded. Calculation and application of NFDRS more than 
once per day would have to be tested rigorously and higher transmission frequencies are al-
ready part of the strategic plan set forth by the RSFWSU and NFDRS output calculation more 
than once per day has been discussed by the FDWT.

Survey question 9. Are there other users (non federal or state) of your RAWS 
data that you know of ? And how is the data being used ?

Almost 30% of respondents thought there was non-governmental data use but could give 
no specifics, 30% indicated only that local States Departments of Environmental Quality or 
Forestry used the data, 20% did not know of any other users, only 4% provided specifics of 
non-governmental use, and 16% did not respond. Non-governmental agency use included 
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State and National Nature Conservancies, local fire departments, and the Province of Ontario 
(Canada) for hydrological purposes.

Survey question 10. Are RAWS and/or WIMS operations (maintenance, data 
entry and QA/QC) part of your position description? If so could you provide 
us with the wording as set out in your PD?

Almost without exception an explicit description of RAWS/WIMS related duties were not 
included in respondents Position Descriptions (87%). Four respondents replied yes but only 
one could give specifics as to exact wording (see Appendices K and M). Those who are in-
volved in the RAWS program and/or perform WIMS duties have stated (to the authors) that 
such descriptions are usually vague; phrases such as …weather related duties… are more 
common than not. This question was included to provide support for our recommendation to 
include explicit wording in Position Descriptions of those personnel involved in the RAWS 
and fire weather program regardless of agency affiliation.

Survey question 11. Summary RAWS Matrix: Please fill in based on your 
input above, indicate potential or current use.

All meteorological data elements were generally rated of high importance by all respon-
dents. However, NWS/WFO personnel tended to rate NFDRS products of lower importance 
(or not at all) than land management agency respondents. The difference in response to this 
part of the matrix was quite striking – a 50/50 split, although in response to question 2 some 
personnel from WFO’s indicated that NFDRS output is looked at and evaluated. This is prob-
ably the result of two different missions. The NWS is tasked with issuing fire weather fore-
casts for use by land management agencies involved in generating NFDRS output for direct 
fire business applications. Desired data sampling frequency ranged across the spectrum; from 
on demand to daily (daily meaning the traditional 13:00 hour observation) and from the tradi-
tional 10 minute RAWS average to hourly averages.
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Comment(s):

Function:  No response from anyone
Decision:  No response from anyone
Below are given the authors summary of results for this matrix 

Parameter Importance a,  Comment(s): sampling frequencyb

Temperature High  on demand, hourly, daily
Relative Humidity High  on demand, hourly, daily
Wind Speed High  on demand, 10 min avg., hourly, daily
Wind direction High  on demand, 10 min avg., hourly, daily
Fuel stick Temp Overall H  on demand, 10 min avg., hourly, daily
Fuel Moisture High  on demand, 10 min avg., hourly, daily
Pressure High  on demand, 10 min avg., hourly, daily
Precipitation High  on demand, 10 min avg., hourly, daily, 
   w/3 ,6, 12, 24 hour totals
Solar Radiation High but some do not use it at all
Soil Moisture M to H but usually not part of RAWS suite
Haines index overall M 
KBDI overall H on demand, 10 min avg., hourly, daily
Ventilation index M to H but still exptl. and some are unfamiliar
   with its meaning

NFDRS

Fosberg L to M but not widely used or even known
Burn index generally H on demand, 10 min avg., hourly, daily
Ignition component generally H on demand, 10 min avg., hourly, daily
Energy release component generally H on demand, 10 min avg., hourly, daily
Spread component generally H but not very widely used
Adjective rating generally H
Other Canadian fire  Used somewhat in Alaska and Maine 
 danger system – applicable to those fuel types
a importance: H: very; M: somewhat; L: low. 
b e.g. daily 13:00 10-minute average, hourly instantaneous record, on demand 5-minute average, daily min/max, 

etc.
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Air Resource Specialists, Inc of Fort Collins CO (ARS) prepared a Meteorological Station 
Instrument Specification Survey for the U.S.Forest Service. The objective of the survey was to 
provide a wide-ranging summary and comparison of sensors available for RAWS fire weather 
use.The survey provides field technicians and project scientists with current information for instru-
ment selection. 

The survey also included a Technical Reference section listing all the above, the primary 
manufacturers, and contact information. Tables for each sensor type from each manufacturer 
are included; an electronic copy of the survey is also attached on CD-ROM. The sensors 
that were given priority (along with primary requirements) were:

• Wind Speed: able to measure horizontal component of wind

• Wind Direction: able to measure horizontal component of wind

• Ambient Air Temperature: suitable for outdoor use

• Relative Humidity: suitable for outdoor use

• Precipitation: liquid and solid precipitation

• Barometric Pressure: suitable for outdoor use

• Solar Radiation: suitable for outdoor use

• Other sensors listed (along with primary requirements) were:

• Fuel Moisture: suitable for outdoor use, able to measure fuel temperature and provide
 data instantaneously

• Fuel Temperature: suitable for outdoor use

• Soil Moisture: suitable for outdoor use, able to take electronic measurements below
 surface and report data instantaneously

• Soil Temperature: suitable for outdoor use, able to measure temperature below the
 surface

Quality of those instruments surveyed ranged from research quality to low-cost home-use 
sensors. Usually only one home-grade sensor was chosen as representative for each sensor 
type. The RAWS project criteria for instrument selection was primarily the instrument’s long-
term durability in remote and often in extreme environments. Other criteria were based on the 
National Wildfire Coordinating Group (NWCG) standards and EPA Prevention of Significant 
Deterioration Monitoring (PSD) standards.

Data was collected through Internet sources, from vendors and manufacturers, scientific 
journals, the EPA, the American Society for Testing and Materials (ASTM International), the 
International Organization for Standardization (ISO 9000), National Institute for Standards 
and Technology (NIST) and others. The instrument survey was conducted between January 
and April 2002. Data was then transferred into Microsoft Excel database tables. Specifications 
are listed just as the vendor reported them in many cases.

The following parameters were used to compare the sensors surveyed. An explanation/key 
of the parameters follows the list.

• Manufacturer / Distributor: lists the manufacturer or vendor surveyed.

• Model Number and Name: instrument identification as supplied by the manufacturer
 or vendor and the name of whom to contact for more information.

• Remarks: additional features and considerations for identifying sensor.

Appendix V. Summary of Meteorological 
Station Instrument Specification Survey
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• Certifications: listed if met requirements of EPA Prevention of Significant Deterioration
 Monitoring (PSD); National Fire Danger Rating System (NFDRS); National Weather
 Service (NWS); Nuclear Regulatory Certification (NRC); and military certification
 operational requirements.

• Integral: indicates whether or not the sensor must be purchased as part of a combined
 unit of sensors.

• Method of Measurement: the approach of the sensor used to take the measurements. For
 each sensor there may be alternative instrument designs for measuring the same variable.

• Range of Operation: a certain state of environmental conditions within which the 
 sensor is capable of responding accurately.

• Accuracy: the degree of the sensor’s response to the known or true value.

• Resolution: the smallest change in conditions the instrument can detect.

• Starting Threshold: the lowest wind speed required for accurate anemometer readings.
 For wind vanes, the wind speed must be great enough to move the vane from 10˚ off
 axis to within 5˚ off axis.

• Time Constant: The time required for the instrument to respond to 63% of the true 
 environmental value.

• Power Requirement: all sensors, except Solar Radiation sensors, require electrical  
 power. This is listed for volts and for watts. If a heater is available the power 
 consumption of the heater is reported under the parameter of Heater Power 
 Consumption or Heater Power Requirements.

• Output Signal: the available options of electrical signals that transfer measured data
 to the data logger.

• Regular Maintenance Interval and Long Term Stability: the ruggedness of the 
 instrument. The Regular Maintenance Interval is recommended by the manufacturer 
 to be the time intervals between maintenance other than the regular calibration 
 intervals. Barometric Pressure uses the Long-Term Stability parameter to show the 
 accuracy maintained over prolonged periods of operation.

• Sensor Materials: construction material(s).

• Dimensions: measurements appropriate for the sensor such as height, length, diameter 
 and orifice diameter as reported by manufacturer. Operational Dimensions allow 
 planning for the placement of the instrument.

• Weight: the reported weight of the instrument by the manufacturer.

• Cost / Spring 2002: the cost of the sensor as of spring 2002. If the sensor is integrated 
 with another sensor, the cost listed covers entire unit.

• Comments: any information that could not be placed in previous cells.

In addition to the above, other unique sensor properties were used to compare sensors on 
an individual basis.

Sensor Properties
• Wind Speed sensors:

1. The Distant Constant is the length of an air column needed to pass the sensor to 
 respond exponentially to 63% of a sudden step change in wind speed.
2. The Survival is the maximum wind gust that can be withstood by the instrument 
 without damage.
3. The Maximum Scan Rate for sonic anemometers is the maximum rate at which 
 the sensor can record accurate measurements.
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• Wind Direction sensors:

1. The Dead Band is the magnitude that must be subtracted from 360∞ to correct for
 the gap between magnetic north and true north.

2. The Delay Distance parameter is the length of the column of air needed to pass 
 the sensor to return the vane to 50% of the initial 10% displacement angle.

3. The Damping Ratio relates the number of oscillations and the length of the 
 overshoot of the vane upon a shift in wind direction.

4. The Damped Natural Wavelength / Undamped Natural Wavelength is the free 
 oscillation of the wind vane after a directional change in wind. The wavelength is 
 either damped by the friction of the bearings, or undamped when only affected by 
 it’s own inertia.

• Precipitation sensors/gauges: precipitation type; either solid or liquid.

• Barometric Pressure sensors: Output Impedance is an indication of the amount of 
 impedance or resistance between the sensor transducer and the data logger over the 
 output terminals.

• Solar Radiation:

1. The Light Spectrum Waveband is the energy wavelength that the sensor is able to 
 detect.

2. The Sensitivity is the ratio of the magnitude of sensor signal per unit of irradiance.

• Fuel Temperature:

1. The Stick Size Available (related to fuel size) is the size of the dowel that the 
 temperature sensor is placed in.

2. The Temperature Storage Range is the highest and lowest temperatures that the 
 instrument can endure without damage.

3. The Interchangeability Error is the maximum amount of error between any two 
 sensors of the same make and model.
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Appendix W. Super-RAWS Data Element List

Order Parameter Description Units Format

1 continuous accumulative precipitation ending at :15 inches xx.xx

2 10-minute average scalar wind speed from :05 to :15 mph xxx

3 10-minute average wind direction from :05 to :15 degrees xxx

4 single scan of 3 meter ambient air temperature at :15 F xxx

5 single scan of fuel temperature at :15 F xxx

6 10-minute average relative humidity from :05 to :15 % xxx

7 minimum data logger battery voltage DC Volts xx.x

8 single scan of barometric pressure at :15 inHg xx.xx

9 wind direction during peak wind speed for the hour degrees xxx

10 peak wind speed for the hour mph xxx

11 single scan of fuel moisture at :15 % xxx

12 single scan of solar radiation at :15 W/m2 xxxx

13 6-meter cup/vane scalar wind speed (hourly avg.) m/s xx.x

14 6-meter cup/vane vector wind speed (hourly avg.) m/s xx.xx

15 6-meter cup/vane wind direction (hourly avg.) degrees xxx

16 6-meter cup/vane standard deviation wind direction  degrees xxx.x

17 6-meter cup/vane standard deviation of scalar wind speed m/s xxx.x

18 6-meter sonic scalar wind speed (hourly avg.) m/s xx.x

19 6-meter sonic vector wind speed (hourly avg.) m/s xx.xx

20 6-meter sonic wind direction (hourly avg.) degrees xxx

21 6-meter sonic standard deviation of wind direction degrees xxx.x

22 6-meter sonic standard deviation of scalar wind speed m/s xxx.x

23 15-meter sonic scalar wind speed (hourly avg.) m/s xx.x

24 15-meter sonic vector wind speed (hourly avg.) m/s xx.xx

25 15-meter sonic wind direction (hourly avg.) degrees xxx

26 15-meter sonic standard deviation of wind direction degrees xxx.x

27 15-meter sonic standard deviation of scalar wind speed m/s xxx.x

28 3-meter ambient air temperature (hourly avg.) C ±xx.x

29 3-15 meter delta air temperature (hourly avg.) C ±xx.x

30 standard deviation of 3-meter ambient air temperature C xx.x

31 3-meter relative humidity (hourly avg.) % xxx

32 standard deviation of 3-meter relative humidity % xx.x

33 barometric pressure (hourly avg.) mmHg xxx.x

34 standard deviation of barometric pressure mmHg xx.x

35 hourly average of solar radiation W/m2 xxxx

36 standard deviation of solar radiation W/m2 xx.x

37 hourly precipitation mm xxx.x

38 fuel temperature (hourly avg.) C ±xx.x

39 fuel moisture (hourly avg.) % xxx.x

40 duff moisture 1 (hourly avg.) % xxx.x

41 duff moisture 2 (hourly avg.) % xxx.x

42 soil moisture (hourly avg.) % xxx.x

43 soil temperature (hourly avg.) C ±xx.x

44 2.5 to 5 soil delta temperature (hourly avg.) C ±xx.x

45 leaf wetness (hourly avg.)  % time wet  xxx.x

46 calendar year  2002  xxxx

47 julian day  xxx  xxxx

48 Hour (GMT)  xxxx  xxxx

This is the data element list for the Super-RAWS, which is the experimental RAWS at 
Fernberg, MN.
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Appendix X: Comparison of RAWS and Super-
RAWS Data Sets

Presented here are the results of a comparison between the RAWS and super-RAWS data 
sets. Super-RAWS is  the experimental RAWS at Fernberg, MN, discussed in the main text. 
This study compares traditionally collected RAWS data elements and the hourly averages of 
those same elements described in appendix W. Data elements compared were  wind speed, 
wind direction, solar radiation, ambient temperature, and relative humidity. 

Figure X-1. Deviations of RAWS instantaneous measurements from actual hourly averages 
for solar radiation at the Fernberg site.
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Figure X-2. a & b: Deviations of reported RAWS 10-minute measurements from actual hourly averages 
for wind speed at the Fernberg site. c: Deviations of RAWS 10-minute as reported minus RAWS 10-
minute as measured.

c)
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Figure X-3. Deviations of reported RAWS 10-minute measurements from actual hourly aver-
ages for wind direction at the Fernberg site.
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Figure X-4. Discrepancies in hourly averages of wind direction between the cup and the sonic 
anemometer at the Fernberg site.
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Figure X-5. Deviations of RAWS instantaneous measurements from actual hourly averages for am-
bient temperature at the Fernberg site.
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Figure X-6. Deviations of reported RAWS 10-minute measurements from actual hourly averages 
for relative humidity at the Fernberg site.
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Figure X-7. Discrepancies in hourly averages of wind speed between the cup and the sonic anemom-
eter at the Fernberg site.
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Appendix Y. Comparison of KCFast and WRCC 
Data Sets

The table below presents the results from a study comparing the KCFast and WRCC 
data sets (i.e., supposedly the same data) from four RAWS: Lake George, Cheeseman, and 
Redfeather in Colorado and Doyle in California. The figures below present the results from a 
study comparing the KCFast and WRCC data sets from two RAWS: Cheeseman in Colorado 
and Doyle in California.

Cheeseman Lake George Redfeather Doyle

Mean
Values

R2 = 0.85
 S = 0.97

R2 = 0.94
S = 0.99

R2 = 0.90
S = 0.99

R2 = 0.86
S = 1.08Spread

Comp. Maximum
Value

R2 = 0.70
S = 0.96

R2 = 0.92
S = 1.00

R2 = 0.69
S = 0.99

R2 = 0.66
S = 1.04

Mean
Value

R2 = 0.98
S = 0.99

R2 = 0.99
S = 1.00

R2 = 0.99
S = 1.00

R2 = 0.99
S = 1.01Energy

Release
Comp. Maximum

Value
R2 = 0.95
S = 1.00

R2 = 0.99
S = 1.00

R2 = 0.98
S = 1.00

R2 = 0.98
S = 1.00

Mean
Value

R2 = 0.94
S = 0.98

R2 = 0.97
S = 0.99

R2 = 0.95
S = 1.00

R2 = 0.96
S = 1.04Burning

Index
Maximum

Value
R2 = 0.73
S = 0.99

R2 = 0.95
S = 0.97

R2 = 0.74
S = 0.99

R2 = 0.83
S = 1.03

Mean
Value

R2 = 0.93
S = 0.97

R2 = 0.97
S = 0.99

R2 = 0.94
S = 0.99

R2 = 0.95
S = 1.04Ignition

Comp.
Maximum

Value
R2 = 0.78
S = 0.99

R2 = 0.94
S = 0.99

R2 = 0.80
S = 1.00

R2 = 0.82
S = 1.01

Table Y-1. Correlation coefficients (R2) and regression slopes (S) between values of NFDRS indicies 
and components estimated from KCFast and WRCC data archives.
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Figure Y-1. Temporal dynamics of the discrepancy (i.e., the arithmetic differ-
ence) between 1300-hour meteorological observations for the same data 
provided separately by WRCC and by KCFast for Cheeseman RAWS in 
Colorado.
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Figure Y-2. Comparison between 13:00-hour meteorological observations pro-
vided by WRCC and KCFast for Cheeseman RAWS in Colorado. Statistics 
include: r 2 = correlation coefficient, S = regression slope, and I = intercept.
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Figure Y-3. Comparison between mean values of the Spread Component (SC) 
computed from meteorological data provided by WRCC and KCFast for Doyle 
RAWS in CA: (a) daily dynamics of the difference (in %) between the two esti-
mates; (b) correlation between the two estimates (r 2 = correlation coefficient, S 
= regression slope).
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Figure Y-4. Comparison between maximum values of the Spread Component (SC) 
computed from meteorological data provided by WRCC and KCFast for Doyle 
RAWS in CA: (a) daily dynamics of the difference (in %) between the two es-
timates; (b) correlation between the two estimates (r 2 = correlation coefficient, 
S = regression slope).
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Figure Y-5. Comparison between maximum values of the Burning Index (BI) computed from 
meteorological data provided by WRCC and KCFast for Doyle RAWS in CA: (a) daily 
dynamics of the percent difference between the two estimates; (b) correlation between 
the two estimates (r 2 = correlation coefficient, S = regression slope).
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Appendix Z. RAWS Contacts at Regional and 
National Levels of USFS, NPS, and FWS

This Appendix contains a contact list for personnel at regional and national levels for USFS, 
NPS, and FWS. The e-version contains e-mail links via Lotus Notes. This list as of July 3, 2002.

Forest Service
RAWS Contacts

Name Phone e-maillinks, via Lotus Notes

BLM Remote Sensing Support Unit:
Buddy Adams 208-387-5475 buddy_adams@nifc.blm.gov

USFS National RAWS Coordinator:
Kolleen Shelley 208-476-8362 kshelley@fs.fed.us
Linnea Keating 208-476-8312 lkeating@fs.fed.us

USFS Regional RAWS Coordinators:
R01 - Bruce Thoricht 406-329-4875 bthoricht@fs.fed.us
R02 - Dave Clement 303-275-5791 dclement@fs.fed.us
R03 - Chuck Maxwell 505-842-3419 cmaxwell@fs.fed.us
R04 - Tenna Biggs 208-373-4179 tbiggs@fs.fed.us
R05 - Beth Little 530-226-2710 blittle@fs.fed.us
R06 - Neal Wurschmidt 541-416-6820 nwurschmidt@fs.fed.us
R08 - Eddy Holt 423-476-9700 eholt@fs.fed.us
R09 - Steve Marien 612-713-7300 stevemarien@fs.fed.us
R10 - Sharon Alden 907-356-5691 Sharon_Alden@blm.gov

    
NPS Fire Weather Program

Committee Membership
Name / Phone Address e-mail links, via Lotus Notes

Dick Bahr  FMPC-NIFC Dick Bahr
208 387-5217 3833 S. Development Ave.
NIFC Coord. Boise, ID 83705-5354 

Mike Warren FMPC-NIFC Mike Warren
208 387-52 3833 S. Development Ave.
NIFC Boise, ID 83705-5354

Marhsa Lutz Wrangel-St. Elias NP Marsha Lutz
907 822-5234 P.O. Box 439
Alaska Region Mile 105.5 Old Richardson Hwy
 Copper Center, Ak 99573

Tim Stubbs Carlsbad Caverns NP Tim Stubbs
505 785-2232 x367 3225 National Parks Hwy
Intermountain Region Carlsbad, NM 88720

Doug Alexander Midwest Regional Office Doug Alexander
402 221-4994 1709 Jackson St.
Midwest Region Omaha, NE 68102
605 673-2061x1254 Temp> Jewell Cave NM

mailto:buddy_adams@nifc.blm.gov
mailto:kshelley@fs.fed.us
mailto:lkeating@fs.fed.us
mailto:rroth@fs.fed.us
mailto:dclement@fs.fed.us
mailto:bshindlar@fs.fed.us
mailto:tbiggs@fs.fed.us
mailto:blittle01@fs.fed.us
mailto:ewurschmidt@fs.fed.us
mailto:eholt@fs.fed.us
mailto:dolsen@fs.fed.us
mailto:kkane@fs.fed.us
mailto:dick_bahr@nps.gov
mailto:Mike_Warren@nps.gov
mailto:Marsha_Lutz@nps.gov
mailto:Tim_Stubbs@nps.gov
mailto:doug_alexander@nps.gov
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Don Boucher National Capitol Regional Office Don Boucher
202 619-7065 1100 Ohio Dr. SW
National Capital Region Room 357
 Washington, DC 20242

Dave Bartlett New River Gorge NR Dave Bartlett
307 768-3191 P.O. Box 246
Northeast Region Glen Vern, WV 25846

Mike_Worthington Golden Gate NRA Mike Worthington
415 331-6374 1069 Ft. Cronkhite
Pacific West Region Sausalito, CA 94965

Dan Mapstone Natchez Trace Parkway Dan Mapstone
601 680-4029 2680 Natchez Trace Parkway
Southeast Region Tupelo, MS 38801

Michelle Hawley NIFC – RAWS Michelle Hawley
208 387-5475 3833 S. Development Ave.
Technical Spec. Boise, ID 83705-5354

FISH AND WILDLIFE SERVICE
REGIONAL RAWS COORDINATORS

Region Coordinator Phone

R01 Roddy Baumann 503-231-2075
R02 Jeff Whitney 505-248-6474
RAWS Tech / Field Coordinator Dean Ross 936-875-4786
R03 Meredith Weltmer 612-713-5445
R04 Lynn Howard 404-679-7190
R05 Allen Carter 757-986-3706
R06 Angie Braun 303-236-8145 ext 617
RAWS Tech / Field Coordinator Shannon Swanson 406-789-2305 ext 111
R07 Larry Vanderlinden 907-786-3654
National Coordinator Rod Bloms 208-387-5599

mailto:Dave_Bartlett@nps.gov
mailto:Dave_Bartlett@nps.gov
mailto:Mike_Worthington@nps.gov
mailto:Dan_Mapstone@nps.gov
mailto:Mhawley@nifc.blm.gov
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A
ACC or GACC (Area Coordination Center or Geographic Area Coordination Center), 1, 5, 14,15, 
 27,29, 49, 53, 58, 65, Appendix A, B, I, N, U
Accuracy standards and protocols, 9-11, 35, 42, 43, Appendix I
AFFIRMS, 5, 6, 55
Anemometers, Appendix V
Archiving, data, 21-26, Appendix C, D, F, G, H
ASCADS (Automated Sorting Conversion and Distribution System), 21, 22, Appendix F
AT (Air temperature), 10, 55, 76

B
Barometric pressure sensors, Appendix V
BEHAVE, 55; see FARSITE
BI (Burn Index), Glossary, Appendix B
BP (Barometric pressure), 11
Boise Interagency Fire Center (BIFC/NIFC), 6-9, 14, 15, 21

Depot repair facility (RSFWSU), 14, 16, 27, 28
Direct Readout Ground Station (DRGS), (also see RAWS downlink), 8, 27, 28, 54
field support group, see RSFWSU (above)

C
CEFA (Climate, Ecosystem, and Fire Applications – research), 12, 56, Appendix A
CIRP (Cooperative Institute for Regional Prediction), 30, 56
Clouds, see also SOW (State of the Weather)

cover, 14
Communications, RAWS

satellite, 1, 8, 9, 21 - 26, 29, 30, 42 - 43, 45, 56, 58, 59, Appendix A, G, I, J, O
voice synthesizer, 29, Appendix B, I, J

Computer programs, 57, 59, 60
D

DAPS (Data Collection System (DCS) Automated Processing System), 43, 44, 56, Appendix F, I, P
Data, 9-26 (for sub-sections listed below)

archiving,
communication,
computer programs,
management,
quality control (monitoring)
processing,
retrieval,
storage,
summaries,
transmission (see data communication}

Data collection platform (DCP), RAWS, 10, 42, 55, Appendix I, N
Digital readout, see Appendix V for sub-sections listed below

anemometer
precipitation gauge
pyranometer
thermometer
wind vane

Dimensionality, 56
DOMSAT (Domestic satellite), 9, 27, 43, 56, Appendix I, O
Duff and duff bed, 34, Appendix W

E
Electrical (electronic) thermometers, Appendix V

Index
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Electronics, RAWS system, 9,10
Electronics enclosure, 10
Equipment list, 10, 14-15 (for sub-sections listed below)
maintenance, manual stations,
maintenance, RAWS,
manual weather stations,
RAWS sensors, 10 and see BIFC/NIFC (above/RSFWSU)
ERC (Energy release component), 37, 39, 57, Appendix B, U
Exposure, instrument and sensor sitting, 10

F
FARSITE (Fire Area Simulator), 20, 57, 63, Appendix D
FCAMMS (Fire Consortia for Advanced Modeling of Meteorology and Smoke), 20, 27, 48, 49, 57, 
 Appendix A
FF+ or FFP (Fire Family Plus), 36, 37, 57
Fire & Aviation Management (F&AM) Helpdesk, 11, 19, 50
Fire danger indices, Appendix B
Fire-weather station, manual type, 4, 5, 18, 20
FM (Fuel moisture), 11, 57, Appendix B
FT (Fuel temperature), 10-12, 17, 33, 34, 57, Appendix B, I, U
Fuel model, 9, 20, 26, 57, Appendix B, C-2, E, I
Fuel moisture sticks, Appendix I, see also FM

G
GACC or ACC (Geographic Area Coordination Center or Area Coordination Center), see ACC or 
 GACC
GeoMAC (Geospatial Multi-Agency Coordination Group), 21, 26, 29, 58, Appendix A, O, T
GOES satellite (see satellite communication), see Communications, RAWS, satellite

H
Haines Index, 9, 58, 63, Appendix A, G, U
Hand-held anemometers, Appendix V

I
IC (Ignition component), 29, 37, 39, 58, Appendix B, C-1, U
Incident Report, Appendix S
IMET (Incident meteorologist), 1, 26, 58
Installation of equipment, 9-10
Instruments (sensors) (see individual listings for exposure, installation, maintenance, and operating 
 instructions)

desirable characteristics, Appendix V
K

KBDI (Keetch-Byram Drought Index), 52, 58, Appendix A, B, G, I, U
KCFast (Kansas City Fire Access Software), 24-25, Appendix A, C-1, D, Q, Y

L
LAL or LOI (Lightning activity level or Lightning occurrence index), 13, 14, 29, 36, 50, 58
Layout, weather station, 9-10
Location, station, see Exposure, instrument and station sitting

M
Maintenance, 14-16, also see BIFC/NIFC Depot repair facility

instrument (see individual instrument listings), tools and equipment
RAWS (see remote automatic weather stations, maintenance)
responsibility, 13, Appendix I, J, N

Management,
stations and network data, 20-26

Maximum air temperature, Appendix Q
Measurements and units (see also observations or operating instructions for individual instruments
 or weather elements), 10-12
Mesoscale weather modeling, see FCAMMS
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Metadata, 7-10, 13, 21-25, 28, 50, 53, 59, 62, Appendix H
Monitoring, RAWS, see Watchdog, Appendix I, J for sub-sections listed below

data,
performance,

N
National Environmental Satellite Data Information Service (NESDIS), 9, 22, 23, 29, 44, 59, 
 Appendix A, I
National Fire Danger Rating System (NFDRS) indices, 20, 34-42, Appendix B
NDVI (Normalized Difference Vegetation Index), see WFAS and Appendix G
NFDRS (National Fire Danger Rating System), 5 - 15, 20 -26, 33 -39, 44, 48, Appendix B
NICC (National Interagency Coordination Center), 30, 60, Appendix A, C-1, R
NIFC (National Interagency Fire Center), 6, 15, 25, 27, 50, 60, Appendix A, I, L
NIFMID (National Interagency Fire Management Integrated Database), 5-8, 16, 24-25, 29, 50, 60, 
 Appendix A, B, C-1, O
NITC (National Information Technology Center), 9, 25, 58, 60
NWCG (National Wildfire Coordinating Group), 7, 8, 11, 12, 17, 35, 57, 60, Appendix A, B

O
Observations (measurements) (see listings for individual instruments and data elements), 10-12
Observer responsibilities, Appendix I, L, K
Operating instructions (operation), see NWCG publication PMS 426-3 (2003), in references and 
 Appendix A for web site access

P
PD (Position Description), 51, 60, Appendix K, M
Pocket Card, Appendix E
Precipitation (PPT), 10, Appendix C-2

measurement, see Rain gauges
Predictive Service Meteorologist, see IMET
Preventive maintenance (see individual instrument listings and RAWS maintenance), 9-10, 14-15, 
 Appendix J
Pyranometers (and solar radiation), 10-12, 34-35

Instruments, Appendix V
R

Rain gauges (precipitation gauges), Appendix V
RAWS, see remote automatic weather stations
Red flag warning, 29, 33, 61, Appendix A, U
RH (Relative humidity), 10-12,

instruments or sensors, Appendix V
Remote automatic weather stations (RAWS),

antenna, 51, Appendix I
BLM Field Support Group, see RSFWSU
breakdown maintenance, see maintenance
classes, deployment, numbers, 17, 18, 19
communications, see Communications RAWS
configuration, 4, 9 – 11, 28, Appendix I
contracted services, 14, 15, Appendix I
data archiving, see Data
data collection platform, 9-26
data retrieval, 9-26, Appendix O
depot maintenance, 14-16, Appendix I
Direct Readout Ground Station (DRGS), 8, 27 - 29, 54
downlink, see communications
electronics, 10
equipment, 10
installation, 10
maintenance, 14-15, Appendix I, J
monitoring (Watchdog), 12, 21, 22, 53, 62, Appendix P
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preventive (field) maintenance, see maintenance
portable RAWS, 16, 18, 27, 29, 46, 58
satellite (GOES) communications, see Communications RAWS, satellite
sensors, 10
sensor standards, see NWCG publication PMS 426-3 (2003), Appendix A for web site
solar panel, 51
transmitter, 8, 34, 43, Appendix I
tower, 10, 30, 39-42, Appendix I
voice synthesizer,17, 29, Appendix J, L

Responsibilities, personnel, Appendix I
RSFWSU (Remote Sensing Fire Weather Support Unit), 6, 14 - 17, 16, 27, 28, see also 
 BIFC/NIFC, Depot repair facility

S
Sampling protocols, 10-12, Appendix I
SC (Spread component), 37-39, 61, Appendix B, Y
Sensors, see instruments, and RAWS, 10, Appendix I
Sensor standards, RAWS, Appendix I, NWCG publication PMS 426-3 (2003)-Appendix A for 
 web site access
SIT (Situation Report, Interagency), Appendix R, S
Site selection standards, 10, Appendix I
Soil moisture measurement, 34, 39, Appendix G, P, U, V, W
Soil temperature, 34, 48, 52, Appendix P, V, W
Soil thermometers, Appendix V
SOW (State of the Weather), 4, 8, 11, 13, 14, 27, 36, 50, 61, Appendix B
SR (Solar Radiation), 10-12, 34, 35, 52, 61, Appendix P, V
Standards (RAWS), NWCG publication PMS 426-3 (2003)-Appendix A for web site access

T
Temperature, (see air, soil, and fuel temperature)

instruments, Appendix V for individual sensors
maximum and minimum, Appendix Q

Time (clock, WWV), 10, 15, 62
observations, 10-12

Tipping bucket rain gauge, Appendix V
Totalizing wind counter (wind odometer), 4
Tower, see RAWS/tower
Transmitter, RAWS, see communications/satellite
Twenty-foot standard height,

Adjustment of wind speed, see RAWS/tower
V

Vanes, wind (see wind vanes), Appendix V
W

Watchdog (alert system), see ASCADS, Appendix P
Weather modeling, see FCAMMS
Western Regional Climate Center (WRCC), 7, 22 – 24, Appendix H, Y
WFAS (Wildland Fire Assessment System), 7-9, 26, 53, 62, Appendix A, G
WFMI System (Wildland Fire Management Information System), 7, 9, 14, 21, 23, 25, 62
WD (Wind direction), 10-12
WIMS (Weather Information Management System), 6,12 - 17, 24 - 27, 29, Appendix C-1, C-2, O
WS (Windspeed), 10-12

adjustment to 20-foot standard height, 39-42
gusts, 10-11
instruments (see anemometers), Appendix V

Wind vane, Appendix V
WRCC (Western Regional Climate Center), 7, 8, 23-24, Appendix H
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PREFACE 
 
The National Fire Danger Rating System (NFDRS) is a system used by wildland fire 
management agencies to assess current fire danger at local and national levels.  It consists of a 
variety of indices that portray current potential fire danger conditions.  
 
The weather station network supporting NFDRS has grown in a piecemeal fashion over the past 
30 years.  Inconsistent station standards, maintenance, fire weather network analysis, data 
communication and archiving has left the system with some deficiencies - - both real and 
perceived.   This fragmented approach has compromised system reliability and data integrity.  
The data from these stations support  interagency fire danger predictions and provide 
quantification of risk elements that are critical for daily decisions regarding firefighter resource 
placement, staffing levels, appropriate suppression response, and strategic decisions at local, 
regional, and national levels.  The most important value among those provided by these data is 
consideration for firefighter safety.  Firefighter safety is our number one priority. 

 
As stated by Mary Jo Lavin, former Director, USFS Fire & Aviation Management, “We cannot 
afford breakdowns in this important element of the fire management program for many reasons, 
including the accomplishment of safe and efficient fire management program operations.  We 
need to strengthen management of this program element to ensure accurate, timely, and 
consistent data collection is provided from every NFDRS reporting station---no matter what, we 
must insure that this is done!”  The NWCG Fire Weather and Fire Danger Working Teams are 
committed to better planning, technology transfer, and life-cycle management as we move to the 
NFDRS update. 
 
This NFDRS Update will be a more passive (less human interaction required) and explicit (in 
space and time) fire management decision support tool.  Several complexities in the current 
NFDRS have recently been removed; specifically the human and lightning risk factors.  A new 
dead fuel moisture model that depends solely on sensed data is being field-tested.  Human entry 
state-of-the-weather will no longer be required.  This means that every automated observation 
entering the system can be processed and archived.  Our historical databases tell us, time and 
time again, that critical fire weather observations are often missing during periods of high fire 
activity. 
 
The vision of the NFDRS Update is to move towards fire behavior based information (versus 
climatologic) that smoothly transitions between information needs for both fire behavior and fire 
danger.  We hope to do this by more completely describing the state of the fuels (arrangement 
and moisture) with much less human intervention. 
 
Stations compliant with the NFDRS Update will provide remotely sensed weather data--
temperature, humidity, precipitation, wind and solar radiation on an hourly basis via the GOES 
satellite. 
 
Over the past ten years, several attempts have been made at implementing standards for 
interagency weather stations supporting NFDRS.  As we plan for the NFDRS Update, it is 
critical that we establish and implement weather station standards to support this technology. 
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Much of the current fire weather network, in concert with higher resolution mesoscale weather 
models and satellite-sensed live fuel moisture, is posed to provide the needed data for the 
NFDRS Update.   With a coordinated technology investment over the next 5 years of weather 
station life-cycle planning and maintenance, the entire fire weather network can provide regular 
and reliable weather inputs to the NFDRS and other wildland fire management activities.  
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INTRODUCTION 

 
 
This document has been composed to provide common standards for weather stations used by 
the wildland fire agencies for calculation of NFDRS indices.  This document is intended to 
supplement and update portions of The Weather Station Handbook: an Interagency Guide for 
Wildland Managers, Finklin/Fischer, (NFES 2140, PMS 426-2).  The standards contained herein 
are a reflection of a cost/benefit analysis, interagency discussion and direction provided by the 
Fire Weather Working Team to the Weather Station Standards Task Group. 
 
Implementation of the original standards dated May 2000 should be completed by fire season 
2005.  Implementation of the changes to the standards dated February, 2005, should be 
completed by fire season 2006. 
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STATION CLASSIFICATIONS 
 
This section includes station standards for current NFDRS weather stations as well as standards 
for the NFDRS Update.  WIMS will be modified to include an entry for these station 
classifications in the station catalog.  *The minimum NFDRS standard is the Seasonal Data 
Collection Station. 
 
NFDRS - Year Round Data Collection Stations - Includes all permanent 24-hour observing 
stations that meet the following criteria: 

• operates to minimum standards 12 months of the year to support designated wildland fire 
season 

• operates properly in accordance with Station Maintenance Policy as described on page 
17. 

• equipped with the minimum NFDRS sensor compliment  
• meets minimum quality assurance requirements 
• 24-hourly readings are delivered to WIMS hourly via GOES 
• NFDRS calculations are processed regularly in WIMS delivering historical data to the 

NIFMID database. 
• (Optional) winterized rain gauge (weighing gauge, heated gauge, etc.) if necessary.  

 
*NFDRS - Seasonal Data Collection Stations - Includes all permanent 24 hour observing 
stations that meet the following criteria: 

• operates to minimum standards to support designated wildland fire season (can operate 
12 months or less) 

• operates properly in accordance with Station Maintenance Policy as described on page 
17. 

• equipped with the minimum NFDRS sensor compliment  
• meets minimum quality assurance requirements 
• 24 hourly readings are delivered to WIMS hourly via GOES during seasonal operational 

period. 
• NFDRS calculations are processed regularly (during seasonal operational period) in 

WIMS delivering historical data to the NIFMID database. 
 
Other - Includes all resource, special purpose, portable and miscellaneous stations that provide 
accurate weather data but does not meet the NFDRS standard.  Stations that are portable or 
mobile or are sometimes referred to as quick deploy should have such an indicator in their name 
both in ASCADS and WIMS.  For example: the Los Padres Portable #1.  This helps other 
“downstream” users understand that these stations should not be considered for any long-term 
study or use. 
 
Manual Weather Stations - Includes manual stations providing basic NFDRS inputs to WIMS 
during operational period.  One observation is delivered to WIMS every 24-hour period during 
operating season.  Stations are maintained according to the publication NFES 2140 A Weather 
Station Handbook - An Interagency Guide for Wildland Managers.  This classification goes 
away when full transition to the NFDRS Update has taken place.  
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TELEMETRY POLICY AND TRANSITION PLAN 
 
 

The following telemetry and input standardization will begin upon adoption of these standards.  
Implementation of the original standards dated May 2000 should be completed by fire season 
2005.  Implementation of the changes to the standards dated February, 2005, should be 
completed by fire season 2006. 
 
It must be stressed that this ONLY affects stations in support of NFDRS.  A transition period 
to prepare for the NFDRS Update over the next five years will give managers the ability to 
minimize future financial impacts as they upgrade their networks through normal life-cycle 
management. 
 
1. All existing non-GOES telemetered automated NFDRS weather stations (AWS) will 

submit hourly readings to WIMS a minimum of once per day during the operational 
period.  It is recommended that owners of non-GOES stations participate in the HUB* (as 
it currently exists, without further modification) rather than purchase additional copies of 
COTS software to perform this function.   

 
2. Upon full transition to the NFDRS Update, all stations designated for NFDRS use will 

deliver data to WIMS via GOES Satellite telemetry on an hourly basis.  The GOES 
transmitter and format used must be compatible with the ASCADS system.   
Implementation and/or transition to GOES telemetry is to be accomplished over the 
normal life-cycle management process of each participating agency and within 5 years of 
acceptance of this document by NWCG (fire season 2005). 

 
GOES telemetry is the minimum standard for the NFDRS Update.  However, station owners may 
apply additional telemetry options as desired at the local level. 
 
 

 
* For more information about the HUB see WIMS Tech Note 98-09 and WIMS Tech Note 2004-
01 which announces the decommissioning of the HUB scheduled for June 2005.  Both Tech 
Notes are available at http://famweb.nwcg.gov. 
 

http://famweb.nwcg.gov/
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OPERATIONAL PERIOD 
 

 
The optimal operating period for all weather stations used for the NFDRS is year-round.   
However, the minimum operational period is dictated by the following: 
 
1. A minimum 30-day start up period prior to the need for NFDRS indices is required for 

each seasonal weather station to properly calibrate the model.    
 
2. Wildland fire season as designated by the local manager, Region, or Geographic Area 

Coordination Center 
 
3. Annual fluctuations in season length.  Use of the visual greenness images available on the 

WFAS home page is recommended to assist the local or regional fire manager. 
 

Non-owner use.  The following guidelines are recommended for any use of a weather station for 
NFDRS that is not owned by the user. 
 
1. Notify the station owner that you are using this station for NFDRS or other applications. 

 
2. When a longer operating season is required by an adjoining unit, the non-owning user 

should assist in the management of that station, including any additional costs for 
operation or maintenance. 
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SENSOR AND DATA REQUIREMENTS 

 
Automated NFDRS Station Minimum Sensor Compliment 
NFDRS requires hourly measurements of precipitation duration and amount. In addition, an 
instantaneous air temperature reading will be taken each hour. 10-minute averages will be 
computed for the following variables: relative humidity, wind direction, and wind speed. Solar 
radiation will be recorded over a 60-minute average. Detailed data sampling requirements are 
listed under each specific sensor/instrument in the subsections below. 
 
A note about automated fuel temperature/moisture measurements:  The National Fire Danger 
Working Team recommended that a fuel moisture value obtained from an automated source (fuel 
moisture/fuel temperature sensors) are not to be used in NFDRS calculations.  Only 
OBSERVED measurements of fuel conditions are to be used (manual fuel sticks).  In the 
NFDRS Update, solar radiation sensors will provide input to the model that will produce fuel 
moisture/fuel temperature values determined to be more reflective of actual conditions. 
 
GOES telemetered station sensor update readings will coincide with the assigned transmission 
time.  The instantaneous readings must be taken within the 5 minutes up to and including the 
transmission time.  Further, if 10-minute averages are taken, the sensor average readings must be 
taken within the 15 minutes prior to the assigned GOES transmission time.  Example: if a station 
transmits to GOES at 45 minutes past the hour, the sensor’s instantaneous readings must be 
taken between 40 and 45 minutes past the hour and the averaged readings must be initiated 
between 30 and 35 minutes past the hour. 
 
Note: GOES telemetered NFDRS stations will be assigned transmission slots as near the top of 
the hour as possible.  The intent is to have these assignments within 15 minutes either side of 00 
(0045-0015).  Non-NFDRS GOES telemetered stations will be assigned transmissions slots in 
the bottom half of the hour (0015-0045). 
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Rain Gauge 
Precipitation is the amount of water falling upon the earth as rain or in frozen form such as snow, 
sleet, and hail. It is expressed as the depth of water that would cover a flat surface. Rainfall 
output will be the cumulative total of rainfall for the rain year determined by the agency or 
maintenance cycle. Year-round precipitation information is not necessary for NFDRS (please see 
classification section of this documentation for more information).  However, if the station 
reports year-round and the user determines the need for collecting year-round precipitation 
information, a winterized gauge (heated gauges, weighing-gauge, etc.) may be necessary.  
(Please note that stations, which do not have winterized precipitation gauges, will often show a 
large rain event in early spring due to normal thawing cycles.) 
 

Sensor Requirements 
  Accuracy    +/-3% of total 

Sampling Height   1-6 feet, varies with mounting tower 
Measurement Units   Inches 
Range     00.00 through 99.99 inches 
Resolution    .01 inches 
Data Requirements 
Type Measurement  Continuous cumulative measurement 
Data logged  Hourly 
Data Format  XX.XX 

 
Wind Speed 
Wind speed is the rate at which air passes a given point. 

Sensor Requirements 
Sampling Height   20 feet 
Measurement Units   Statute Miles per Hour 
Range     0-100 mph 
Resolution    +/- 5% of reading 
Data Requirements - 10-Minute Average 
Type of measurement   10-minute average from 600 samples 
Data Logged    Hourly 
Data Format    XXX 
Optional Measurement - Peak WS - Data Format Requirements 
Type Of Measurement  Maximum speed for previous 60 minutes 

from 3600 samples 
Data Logged    Hourly 
Data Format    XXX 
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Wind Direction 
Wind direction refers to the direction from which the air is moving. 

Sensor Requirements 
Sampling Height   20 feet 
Measurement Units   Degrees from True North 
Range     0-360 degrees 
Accuracy    +/- 5 degrees 
Data Requirements - 10 Min Average 
Type of Measurement   10-minute average from 600 samples 
Data Logged    Hourly 
Data Format    XXX 
 
Optional Measurement - Peak WD - Data Format Requirements 
Type of Measurement   Direction at Peak Wind Speed 
Data Logged    Hourly 
Data Format    XXX 

 
Air Temperature 
Air temperature refers to the air surrounding the weather station instrumentation. 

Sensor Requirements 
Sampling Height   4-8 feet 
Measurement Units   Degrees Celsius or Fahrenheit 
Range     -50 to +50 degrees Celsius 
     -58 degrees to +140 degrees Fahrenheit 
Accuracy    +/- .1 degree Fahrenheit 
     +/- .06 degree Celsius 
Data Requirements 
Type of Measurement   Instantaneous reading 
Data Logged    Hourly 
Data Format    XXX 
 

Relative Humidity 
Relative humidity is the percentage ratio of the actual amount of water vapor in the air to the 
amount of water vapor required for saturation at existing temperature. 

Sensor Requirements 
Sampling Height   4-8 feet 
Measurement Units   Percent 
Range     0-100 % 
Accuracy    0-80% - +/- 2.00% at 25 degrees Celsius 

80-100% - +/- 5% at 25 degrees Celsius 
Data Requirements 
Type of Measurement   10-Minute average from 600 samples 
Sample Interval   Hourly 
Data Format    XXX 
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Battery Voltage 
Battery voltage is the DCP/DataLogger battery current voltage. This item is recorded for remote 
troubleshooting and data validation purposes. 

Data Requirements 
Range     0-15 Volts 
Accuracy    .1 Volts 
Type of Measurement   Instantaneous 
Sample Interval   Hourly 
Data Format    XX.X 
 

Solar Radiation 
Solar radiation measures the amount of sunlight exposed to the fuels. 

Sensor Requirements 
Sampling Height   5-8 feet (so not to be shaded during the day) 
Measurement Units   Millivolts 
Output     Watts per meter squared 
Accuracy    +/- 5% 
Data Requirements 
Type of Measurement   60 minute average taken from 60 samples  
     prior to transmit. 
Data Logged    Hourly 
Data Format    (-)XXXX 

 
Universal Time Coordinated (UTC) – The station must stay synchronized with coordinated 
universal time.  GPS units or WWV synchronization clocks are required for hourly (or more 
frequent) GOES transmissions.  Readings from these receivers are not required as part of the 
data stream.  If the latitude/longitude/elevation information is available, make note of the 
accurate location and assure that it is recorded in ASCADS/WIMS.  Any station operating on 
the High Data Rate on the GOES satellite must use GPS (instead of WWV) per the Satellite 
Telemetry Interagency Working Group’s (STIWG) High Data Rate (HDR) Transition Plan.  All 
stations must be to HDR GOES by 2013. 
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Readings to be output in the following order: 
Order  Sensor Name        SHEF Code 

01  Rainfall   PC 
02  10-Min. Avg. Wind Speed  US 
03  10-Min. Avg. Wind Direction UD 
04  Air Temperature   TA 
05  Fuel Temperature   MT 
06  10-Min Avg. Relative Humidity XR 
07  Battery Voltage   VB 

 
Channels beyond the first 7 are recommended to be output in the following order. 
Variations after the standard required sensor compliment will be facilitated on a case-by-case 
basis.  Check with Remote Sensing Fire Weather Support Unit to be sure your application is 
compliant with ASCADS/WIMS. 
 

08  Barometric Pressure  PA 
09  Peak Wind Direction  UX 
10  Peak Wind Speed  UG 
11  Fuel Moisture  MM 
12  Solar Radiation  RD 
 

*NFDRS Update 
The standard order for the NFDRS Update will be: 
 

Order  Sensor Name     SHEF Code 
01  Rainfall  PC 
02  10-Min. Avg. Wind Speed  US 
03  10-Min. Avg. Wind Direction  UD 
04  Air Temperature  TA 
05  10-Min Avg. Relative Humidity XR 
06  Battery Voltage  VB 
07  Solar Radiation  RD 

 
Channels beyond the first 7 are recommended to be output in the following order.  Variations 
after the standard required sensor compliment will be facilitated on a case-by-case basis.  Check 
with Remote Sensing Fire Weather Support Unit to be sure your application is compliant with 
ASCADS/WIMS. 
 

08  Barometric Pressure  PA 
09  Peak Wind Direction  UX 
10  Peak Wind Speed  UG 
11  Fuel Temperature  MT 
12  Fuel Moisture  MM 

 

 
* This could be modified slightly depending upon WIMS/ASCADS interface and modifications 
necessary to support the NFDRS Update.  An updated page to this document will be issued at 
that time. 
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SITE SELECTION 
 
 
Process for Installing a New and/or Moving an Existing Station 
 
1. When installing any station, it is particularly important to involve a fire weather forecaster 

and other interagency wildland fire personnel (as appropriate) in determining a new site or 
relocating an existing station. 

 
2. When moving an existing station, the NWS must be contacted to assist in the entire 

administrative process and to make contact with interagency partners and other users.  It is 
particularly important to contact your agency weather station coordinator when moving an 
existing station in order to maintain integrity of historical data.  Station relocation 
information must be updated in ASCADS and WIMS to clearly include the fact that the 
station is reporting from a new location. 

 
3. Contact the agency or regional RAWS/AWS coordinator.  To find out who your contact 

would be, call the Information Systems Help Desk located in Boise, Idaho at 800-253-5559 
or the interagency web page at http://www.fs.fed.us/raws. 

 
4. Obtain the following station site information: station name, legal (Township, Range, quarter-

section), county, elevation and lat/long in degrees, minutes, seconds format. 
 
5. Obtain a 6-digit National Weather Service (NWS) identification number (also referred to as 

the WIMS number) for your station. 
 
6. Transmission via GOES satellite requires a National Environmental Satellite Data 

Information Systems (NESDIS) Identification Number in addition to the NWS ID number.  
Contact your agency NESDIS ID coordinator.  If you don’t know your agency coordinator, 
contact the Information Systems Help Desk or use the interagency RAWS web page 
http://www.fs.fed.us/raws. 

 
Site Selection Considerations 
The standard fire weather station should be located in a large, open area away from obstructions 
and sources of dust and surface moisture.  The station should be on level ground where there is a 
low vegetative cover.  Furthermore, it should be situated to receive full sun for the greatest 
possible number of hours per day during the fire season.  If located on a slope, a south or west 
exposure is required to meet fire danger rating standards (Deeming, Lancaster, Fosberg, and 
others 1972). 
 
Consider security (from animals and human vandalism) when selecting a site.  To prevent any 
damage from wildlife, livestock etc., installation of a fence is highly recommended. 
 

http://www.fs.fed.us/raws
http://www.fs.fed.us/raws
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The following rules should govern the location of an NFDRS fire weather station: 
 
1.  Locate the station in a place that is representative of the conditions existing in the general 

area of concern.  Consider vegetative cover type, topographic features, elevation, climate, 
local weather patterns, etc. 

 
2.  Select a site that will provide for long-term operation and a relatively unchanged 

exposure.  Consider site development plans, e.g., roads, buildings, parking areas; ultimate 
sheltering by growth of vegetation; and site accessibility during the intended operational 
period. 

 
3. Arrange the station so as to give data that is representative of the specific area in which 

the station is situated.  Consider exposure requirements for each instrument in relation to 
such things as prevailing winds, movement of the sun, topography, vegetative cover, 
nearby reflective surfaces, and wind obstructions. 

 
In accordance with the above rules, the following situations should be avoided when selecting a 
station site: 
 
1.  Sources of dust such as roads and parking areas.  If unavoidable, locate station at least 

100 feet on the windward side of the source. 
 
2.   Sources of surface moisture such as irrigated lawns, pastures, gardens, lakes, swamps, 

and rivers.  If unavoidable, locate station several hundred feet to the windward side of the 
source. 

 
3.   Large reflective surfaces such as white painted buildings.  The same holds for natural 

reflective surfaces such as lakes, ponds, canals, and large rock surfaces.  If unavoidable, 
locate station on north side, but far enough away so as not to be artificially shaded or 
influenced (at least a distance equal to the height of the reflective surface or 50 feet, 
whichever is greater). 

 
4.   Extensively paved or black-topped areas.  If unavoidable, locate station at least 50 feet 

to the windward side. 
 
5.   Large buildings, trees, and dense vegetation.  Locate station so that any obstructions to 

wind speed are mitigated according to the guidance in The Weather Station Handbook, 
PMS 426-2, pages 66 and 67. 

 
6.  Distinct changes in topography such as gullies, peaks, ridges, steep slopes, and narrow 

valleys. 
 
For additional information: Weather Station Handbook-An Interagency Guide for Wildland 
Managers, PMS No. 426-2, NFES No. 2140 (March 1990). 
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EQUIPMENT SELECTION 
 
 

When selecting which type of automated weather station equipment to purchase, consider more 
than just the lowest bid.  Consider more detailed life-cycle costs of equipment, data transmission, 
maintenance, data storage and retrieval, and the value of corporate (shared) data.  Talk to several 
vendors, other users, and consult your agency weather station coordinator.  Your agency weather 
station coordinator will assure that the equipment you purchase will meet minimum interagency 
NFDRS standards. 
 
Additional fire management needs beyond NFDRS, as well as those of other multiple use 
interests, should be factored when selecting equipment.  Expandability, serviceability (including 
service contract availability), transportability, and compatibility with current and future national 
systems must be considered. 
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TOWER SPECIFICATIONS 
 
 

As identified within this standard, NFDRS Weather Stations may be located in very remote and 
rugged locations.  These stations are or will be either permanent or semi-permanent sites.  Some 
sites will be operated 12 months a year in severe environmental conditions. 
 
There are several types of towers that incorporate NFDRS sensor compliments. Installation of 
these towers should be in accordance with manufacturer’s specifications.  Agency safety 
regulations apply to tower climbing. (See section under Tower Specifications for more 
information.) 
 
The positioning of the tower is very important, and if positioned properly, greatly increases the 
speed of installation and future maintenance actions.  Alignments, leveling and structural 
strength are the primary concerns with all types of tower and instrument installations. 
 
Therefore, any tower that is purchased or used must be very sturdy, rugged and robust.  Towers 
come in free standing, guyed, or portable configurations.  Only guyed or freestanding towers 
should be used for NFDRS purposes.  If a tower is “climbable”, it must meet all applicable 
agency and OSHA regulations (See OSHA manuals 1926.32, 1910.66 and 1910.268) for 
climbing criteria.  It should be noted that guyed towers may have additional construction costs at 
the site to facilitate excavation for concrete mounting pier and concrete anchor blocks. (These 
costs could be in excess of $2500-$5000 per tower, depending upon location.) 
 
If a guyed tower does not meet OSHA climbing specifications, it must have a tilting base.  This 
will permit the tower to be laid over close to the ground to service all sensors.  All non-climbable 
towers will have provisions (tilting or pivoting mast) for ground level service of instrumentation 
by maintenance personnel or be accessible by freestanding ladder, lift truck or bucket lift 
without contacting the tower.  They also must provide adequate support and footing for technical 
staff to service and inspect all sensors while they are in place.  These towers can be installed 
with effectively no impact on the environment.   
 
Assure that towers have adequate mounting locations, facilities, and hardware availability to 
mount all sensors securely to the tower and their respective locations and heights.  Severe 
conditions, i.e., ice loading, deep snow, high winds may be normal for this equipment. 
 
General Tower Specifications 
$ Survive 125 MPH winds 
$ No horizontal or vertical movement (sliding once installed) 
$ Withstand snow loads of typical high mountain locations of Western US (if station is 

located in an area susceptible to these conditions) 
$ Support technical personnel on the tower while servicing all sensors. 
$ Provide adequate mounting surface and locations to meet NFDRS sensor requirements. 
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INSTALLATION 
 

Once a site is selected that meets all of the site standards, it can then be prepared for installation 
of a weather station. Personnel installing weather stations should have attended a Remote 
Automated Weather Station/Automatic Weather Station (RAWS/AWS) maintenance class, or be 
assisted by trained personnel. Trained personnel can be located through your agency weather 
station coordinator. 
 
The following is a list of minimum information from the site that is necessary for station 
documentation.  Other information about your station is valuable and needs to be stored in the 
Automated Sorting, Conversion and Distribution System (ASCADS).   A listing of that 
information is available by accessing ASCADS. 
 

ITEM    EXAMPLES
Slope     20 % 
Aspect    180 degrees (Compass Reading) 
Site    Mid slope 
Antenna angle   43 degrees (GOES Transmit) 
Antenna azimuth  116 degrees (GOES Transmit) 
Elevation   6500 
Latitude   42 02 30 (degrees, minutes, seconds) 
Longitude   113 09 30 (degrees, minutes, seconds) 
All serial #’s for sensors and DCP/DataLoggers 

 
Documentation.  Installation and maintenance must be documented.  Currently, it is necessary 
to record this information in ASCADS, and station catalogs in WIMS*.  A hard copy folder 
should be kept for each station by the station owner.  In this folder should be photos of the area 
and station, a map, and the information printout from ASCADS. 
 
System Alignment and Leveling 
It is important to include your local magnetic declination (east or west) readings when aligning 
the tower, GOES antenna, wind direction sensor, etc. 
 
Once the tower has been aligned, it must be leveled.  Once leveled, the tower should be staked to 
the ground.  Staking the legs prevents the tower from being moved inadvertently in the 
installation process and during future maintenance visits. 
 
The wind speed/wind direction (WS/WD). Install according to manufacturer instructions.  For 
NFDRS, these will be mounted at 20 feet.  Pay special attention so that the WD sensor is 
oriented properly is level and gives correct readings.  Route data cable in accordance with 
manufacturer’s instructions. 

                                                           
* Ultimately, maintenance, station and site information will all be housed online with station 
metadata.  Collaboration will take place between the ASCADS and WIMS managers to address 
and resolve metadata issues with the intent of not duplicating the storage of data and seamless 
access to the information for the user. 
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Using the mounting bracket supplied by the manufacturer, the tipping bucket should be leveled 
using the leveling indicator attached to the sensor. 
 
The antenna (GOES, cell-phone, radio-voice) should be assembled in accordance with 
manufacturer's instructions.  The GOES antenna should be properly aligned for azimuth and 
elevation.  Antenna alignment is accomplished using the compass and inclinometer.  Remember 
to compensate for declination if required.  
 
The Fuel Temperature (FT)/Fuel Moisture (FM) is an optional sensor.  Readings from fuel 
temperature sensors are informational and not used in NFDRS calculations, nor the NFDRS 
Update.  A calculated fuel temperature will be displayed from the NFDRS processor.  If present, 
the sensor should be placed so the sensor is on the south side of the tower where it can take 
advantage of the unobstructed effects of solar heating.  The sensor should be installed 10-12 
inches above the fuel bed. The fuel bed will consist of actual dead fuels that represent the area.   
 
The solar panel will be mounted with a southerly exposure to maximize solar input. 
 
The solar radiation sensor should be installed and leveled according to the manufacturer’s 
instructions.  Mount the instrument on the tower ensuring that it is not shaded by the tower, 
cables or instruments at any time of the day.  For example, in the case of the Vaisala/Handar 
403A tower, the instrument should be mounted in the middle of the top west rail of the tower. 
 
Structural Integrity 
All cables should be routed from their respective sensors to the Data Collection Platform 
(DCP)/DataLogger.  Care should be taken in routing the cables to provide strain relief wherever 
required to prevent cable damage.  When routing the cables, provide enough slack at both ends 
to permit a drip loop for moisture dissipation.  When cable routing is complete, secure all cables 
to the tower using cable ties.  Inspect all cables and ensure that rubber o-rings are used at both 
ends to make watertight seals. 
 
Consider “shielded” cables (metal conduit, pvc tubing) for protection from the elements and 
animals.  
 
Ensure that all guy wiring is secured and tight.  Ensure that the anchor rods are secured in order 
to prevent the tower from moving.  Make sure all tower hardware is properly tightened.  The 
RAWS/AWS system is now ready for systems checkout for operational accuracy. 
 
Lifecycle Management 
As with any capitol investment equipment, a lifecycle management plan for the weather station 
network should be in place and budgeted for.  Ten years is the recommended life-cycle rotation 
for weather station equipment. 
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STATION MAINTENANCE POLICY 
 

 
Annual Maintenance 
 
In order to ensure accurate weather readings, a program of annual (+/- 45 days) RAWS 
maintenance/calibration is required.  Every NFDRS RAWS must receive, at a minimum, one 
annual on site maintenance visit by either the local user or contracted personnel to ensure sensors 
are within calibration standards, and verify site and station conditions.  Service contracts for this 
purpose can be requested through the BLM’s Remote Sensing / Fire Weather Support Unit 
(RSFWSU) in Boise, Idaho, or any vendor that will meet the national standards for field or 
depot-level service as outlined in this document.   
 
Unscheduled Maintenance / Emergency Repair 
 
Local land managers are responsible for monitoring the quality of the data produced by the 
weather stations in their fire response area.  In the event of system failures, bad data, or 
questionable data, it is the responsibility of the local land manager to initiate corrective action. 
 

1. Year-round response time to GOES systems time drift will be immediate unless it is 
determined that there is no interference with another station.  Validation of interference 
can be made though agency RAWS coordinators responsible for NESSID time/channel 
assignments or through the Remote Sensing Fire Weather Support Unit (RSFWSU).   

2. All other NFDRS station failures will be responded to as appropriate in light of the 
following: 

a. Bad data affects the outputs of the model immediately.  Responses to bad data, 
during fire season, should be initiated immediately.  Failures that occur outside 
fire season will be repaired before the station is initiated for the following fire 
season. 

b. Missing data for 15 consecutive days causes the NFDRS model to reset the 1000 
hr fuel moisture to initial values.  This in turn drives the live fuel moisture model. 
Response to missing data system failures during fire season will be as soon as 
possible, but no more than 15 days.  Outside fire season responses will be made 
before the station is initiated for the following fire season. 
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ANNUAL MAINTENANCE AND SENSOR REPLACEMENT STANDARDS 
 

Sensors and key components of an NFDRS RAWS station must be recalibrated or replaced on a 
regular basis to ensure the collection of consistent and reliable weather data throughout the 
NFDRS RAWS network.  Annual service of NFDRS RAWS stations will provide an opportunity 
to ensure general station integrity, perform necessary preventative maintenance, and replace 
sensors and components prior to expiration of their calibrated lifetimes.  The entries for specific 
equipment below outline yearly preventative maintenance, as well as minimum replacement 
times for each component.  * 
 
Field Service 
 
Tipping Bucket – Disassemble, clean, check all connections and verify that the instrument is 
level.  Unless the rain year is reset automatically by the DataLogger/DCP on a certain date each 
year, reset the tipping bucket to 00.00.  Then simulate .02 inches of rain and validate that it was 
recorded by the datalogger/DCP. 
  MINIMUM FIELD VALIDATION - 1 Year* 
  MINIMUM DEPOT CALIBRATION/REPLACEMENT - 3 Years*
 

Wind Speed - Check for damage and alignment of cups, ice skirt, free movement of bearings.  
MINIMUM CALIBRATION/REPLACEMENT - 2 Years* 

 
Wind Direction - Check for damage of pointer and feather, free movement of bearings.  
Manually rotate the sensor through each of the four quadrants and scan the data for accuracy.  

MINIMUM CALIBRATION/REPLACEMENT - 2 Years* 
 

Ultrasonic Wind Speed/Wind Direction – No calibration required, clear any obstruction 
between arms of transducers. 
 

Relative Humidity/Air Temperature - Not field serviceable; do not open. 
MINIMUM CALIBRATION/REPLACEMENT – Yearly* 

 
Fuel Temperature - Check for deterioration and cracking of the wood.  

MINIMUM CALIBRATION/REPLACEMENT - 3 Years* 
 

Fuel Moisture - Not field serviceable; do not open. 
MINIMUM CALIBRATION/REPLACEMENT – Yearly* 

 
Battery - Perform a voltage test.  Replace batteries according to manufacturer recommendations 
or if you suspect problems.  Some manufacturers recommend yearly, others recommend every 
three years.  
  MINIMUM REPLACEMENT - 3 Years* for internal 

 “D” cell (Supplemental Power) -  yearly 
 

 
* Minimum replacement time represents the optimum time to change any individual component. 
 The servicing personnel may perform this function within +/- 45 days of the yearly expiration 
date and still meet NFDRS maintenance standards. 
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WWV Receiver - Perform pass/fail functional check and replace if necessary. 
MINIMUM CALIBRATION/REPLACEMENT - As Needed 

 
GOES Antenna - Check for broken, loose, or bent elements, proper alignment, and connectors 
for corrosion.  
  MINIMUM CALIBRATION/REPLACEMENT - As Needed 

 
Cables - Check for cracking, deterioration, corrosion, proper routing, and security.  Ensure O-
rings are installed on all connectors.  Replace as required for corrosion, aging, etc.  Treat all 
connectors with moisture inhibitor. 

MINIMUM CALIBRATION/REPLACEMENT - As Needed 
 

Tower - Check for structural damage, proper alignment, and leveling.  Be aware of potential risk 
to safety when dealing with a potentially damaged tower (i.e., tower rust, corrosion, cable frey, 
etc.). 

MINIMUM CALIBRATION/REPLACEMENT - As Needed,  if structure is 
compromised or as per manufacturer’s specifications. 

 
DCPs and DataLoggers - Check for security, damage, and ensure that all cables are properly 
connected.  Verify the unit has the most recent version of the software or firmware installed.  
Change out as needed (defective, evidence of moisture, corrosion, rust, etc.). 

MINIMUM CALIBRATION/REPLACEMENT – As needed or in 
accordance with manufacturer’s specifications. 

 
Solar Radiation - Sensor must be cleaned periodically using only water and/or a mild detergent 
such as dishwashing soap. 

MINIMUM CALIBRATION/REPLACEMENT - 3 Years*
 

Depot Sensor Calibration Standards 
The depot or vendor’s maintenance facility under contract will rehabilitate and calibrate sensors 
to the specifications contained in this document. 
 

Sensor Documentation - A maintenance history record shall be kept for each component that is 
repaired/calibrated by any depot facility under contract.  These records are kept on file by serial 
number and used by depot and agency staff for spotting systematic problem areas that may have 
impact on the program.  The documentation is useful in working to develop better quality 
products. 
 

Test Equipment – The test equipment and associated tools used during depot sensor calibration 
routines shall follow a general practice of “Traceability protocol” based on standards maintained 
by the National Bureau of Standards (NBS).  This results in claims of calibrations that are 
“traceable to NBS”. 

 
*Minimum replacement time represents the optimum time to change any individual component.  
The servicing personnel may perform this function within +/- 45 days of the yearly expiration 
date and still meet NFDRS maintenance standards. 
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Documentation - Documentation of the site visit will be captured in the ASCADS database**.  
It is the responsibility of every person that visits the site to assure that ASCADS is updated.  
Owner will maintain a hard copy documentation file for each station.  This will include photos, 
site access instructions, purchase history and other related site information. 
 

Complete station information (location, elevation, data measurement elements, etc.,) will be 
captured in the ASCADS database.  For latitude and longitude, NAD83 is the datum standard to 
be used and be recorded in degrees, minutes and seconds.  ASCADS users should initiate 
coordination with WIMS users (if not the same person) to assure that location information 
matches precisely in both systems.  It is especially important that this happen before WIMS 
managers generate the enhanced location information in WIMS. 
 

Annual maintenance and emergency repair will be documented in ASCADS.  It is the 
responsibility of every person that visits the site to assure that ASCADS is updated and reflective 
of the condition of the station.  This will include, at a minimum: 
 

• Maintenance date (date that Relative Humidity / Air Temperature was changed / 
calibrated). 

• Specific sensors and serial numbers of those sensors. 
• A narrative of the site visit, including the date of the visit, the personnel at the site and 

what maintenance was accomplished. 
 

The station owner will also maintain a hard copy of the documentation file for each station.  This 
will include photos, site access instructions, purchase history and other relevant information. 

 
** Ultimately, maintenance, station and site information will all be housed online with station 
metadata.  Collaboration is necessary between the ASCADS and WIMS managers to address and 
resolve metatdata issues with the intent of not duplicating the storage of data and seamless 
access to the information for the user.  
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QUALITY ASSURANCE 
 
To assure data quality for NFDRS calculations the system will be monitored at all levels of data 
acquisition and storage.  Field data acquisition, transmission and data archive to the data 
warehouse (WIMS and NIFMID) will be the responsibility of the station owner.  The station 
owner, at the field level, is fully responsible for ensuring weather data quality including: 
$ Ensuring that maintenance is performed per NFDSR standards, and that this 

maintenance and all other significant station activity is documented in ASCADS. 
$ Visually checking outputs from the station on a regular basis (daily) to assure that the 

information is reflective of actual conditions. 
$ Ensuring that the station is physically secure and that the site is maintained as needed. 
 
Two methods of intervention and detection will be implemented.  The first level will be an 
automated oversight system, such as watchdog, that will continually monitor data for errors 
relating to out of range observations and performance problems from non-functional sensors. 
The second level will be a periodic review and checking by an Agency/Regional Fire Weather 
Coordinator.  Should errors or problems be detected the station owner will be notified and be 
responsible for taking emergency repair actions per priority.  Should no action occur to resolve 
the error or the problem the issue will be referred to the Agency/Regional Fire Weather 
Coordinator for resolution. 
 
Ultimately, the local station manager and line officers are responsible for weather data quality. 
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POSITIONS, RESPONSIBILITIES AND TRAINING STANDARDS 
 
 
The following positions are used in fire weather station operations and are required to 
implement the fire weather program.  They require a level of specific skill and knowledge to 
perform the fire weather responsibilities.  Personnel should be assigned only to positions in 
which they have demonstrated the ability to perform successfully.  In each position, interagency 
coordination and communication between different levels (local/regional/national) is necessary. 

 
Station Owner/Program Manager - Responsible for appropriate site selection and placement 
of the fire weather station, maintenance, assurance that accurate observations are taken and 
transmitted to WIMS, and that appropriate NFDRS calculations are made.  This includes 
reading and assuring appropriate response to “watchdog” reports, assuring a field support 
technician/first responder is available to support their station(s), and visual checks of data on a 
frequent basis (daily) to assure that station readings are reflective of actual conditions. 

 
Field Support Technician/First Responder - Responsible for performing annual site 
maintenance and responding to system failures in a timely manner, and documenting in 
ASCADS.  Provides status report to Station Owner/Program Manager.  Required to attend basic 
field rehabilitation training.  Training will include performing field rehabilitation standards for 
the specific stations within their area of responsibility. 
 
Depot Technician - Responsible for bench rehabilitation and calibration of all station 
components under their contract. Provide technical support to field technicians and first 
responders as needed. 
 
Agency/Regional Fire Weather Coordinator - Responsible for agency/regional level 
oversight and quality control.  This includes spot checks for data accuracy and WIMS station 
catalog status.  Assures that ASCADS metadata and maintenance documentation is current. 
Assures that training is available at the regional/local level as needed.  Assists with station 
operation and lifecycle management planning. 
 
Depot Manager - Responsible for administration of depot contract(s). Provides a maintenance 
summary to Agency coordinator annually. 
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GLOSSARY 
 
ASCADS - Automated Sorting Conversion and Distribution System - BLM Administered 
Interagency system used as interagency method of retrieving data from the GOES satellite and 
forwarding to WIMS.  It is used for metadata storage, maintenance documentation, and 
produces watchdog. 
 
AWS - Automatic Weather Station - Non-GOES telemetered 
 
DCP – Data Collection Platform, also known as a DataLogger.  The central processing unit for 
an automated weather stations through which all sensor data is gathered and forwarded to the 
GOES radio transmitter.   
 
COTS – Commercial off-the-shelf, referring to a package of software or program available for 
purchase and use from a commercial vendor  
 
FTP - File Transfer Protocol - Process used to transfer files across different types of systems 
(i.e., internet, pc to pc, servers, etc.) 
 
FWWT - Fire Weather Working Team 
 
GOES - Geostationary Operational Environmental Satellite - The satellite used for data relay 
from NFDRS weather stations to ASCADS. 
 
HUB - Multi-modem PC housed at NITC calling telephone telemetered weather stations, 
delivering the data to WIMS. 
 
NITC - National Information Technology Center - Located in Kansas City - WIMS Host 
 
NWS - National Weather Service 
 
NIFMID - National Interagency Fire Management Integrated Database - Data warehouse for 
archiving fire management information to include weather observations. 
 
NFDRS - National Fire Danger Rating System 
 
NAGFDR - National Advisory Group Fire Danger Rating - Renamed Fire Danger Working Team. 
 
NWCG - National Wildfire Coordinating Group 
 
NESDIS - National Environmental Satellite Data Information Service 
 
RAWS - Remote Automatic Weather Station - GOES telemetered 
 
RSFWSU - Remote Sensing/Fire Weather Support Unit – Operated by the BLM as an interagency 
weather station repair and maintenance facility located in Boise, Idaho. 
 
Watchdog - Automated process in ASCADS for assessing weather station performance. 
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WIMS - Weather Information Management System 
 
WRCC - Western Regional Climate Center 
 
WFAS - Wildland Fire Assessment System - A portion of the NFDRS Update. 
 
WWV - Call sign for worldwide universal time radio transmission. 
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SECTION A STATION OPERATOR DATA MANAGEMENT RESPONSIBILITIES

AeroVironment, Inc. (AV) serves as the Data Processing Center Contractor
(DPC) for the National Park Service (NPS) Air Quality Division (AQD). The DPC
performs data validation of raw data, prepares preliminary and final data
reports, and stores the NPS gaseous pollutant, meteorological, and fine particle
historical databases (along with emissions inventories from selected areas) for
access by NPS/AQD staff. The DPC, in conjunction with the NPS Database Manager,
submits the final data and precision and accuracy data into the EPA AIRS
database.

Station operators are responsible for sending data packets to the DPC on
a bi-monthly basis. The first data packet should contain all documentation
corresponding to the data collected from the 1st day of the month through the
15th of the month, and the second data packet should contain all documentation
corresponding to the data collected from the 16th day of the month through the
end of the month. Both data packets must be sent to the DPC within a week
following the end of the completed monitoring data period. 

Section A includes the following sub-sections:

  A.1 - Data Handling and Record Keeping Overview

  A.2 - Station Operator Responsibilities

Sub-section A.1 describes the three levels of data and focuses on the
second level, preliminary data. This section also explains the responsibilities
of the DPC, the Monitoring Operations Support Contractor (OSC), and the station
operator, and it emphasizes the importance of collecting and documenting data
accurately.

Sub-section A.2 describes the materials and processes used by the station
operator for completing data packets. It is organized into sub-sections; each
sub-section describes a specific document that is to be completed by the station
operator and included in the data packet when it is sent to the DPC. The sub-
sections also outline the station operator's activities and give additional
information about sending documentation to the DPC.
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A.1 DATA HANDLING AND RECORD KEEPING OVERVIEW

Basically, there are three levels of data validation: raw, preliminary,
and final.

Raw  Data: Raw data is defined as data directly from the strip chart
recorder or data logger that have not been checked for quality or completeness.

Preliminary  Data: Preliminary data is defined as data that have been
reviewed and passed preliminary screening. This covers a wide range of data with
varying levels of validation, from daily summaries which have been reviewed by
monitoring support personnel, to Monthly Preliminary Data Reports which are
generated by the DPC.

Preliminary  Reports. Preliminary reports are generated by the DPC on a
monthly basis and are reviewed by station operators and by NPS/AQD
personnel as part of the final data validation process. These data are
traceable to a primary database (strip charts or data logger daily
summaries). Missing data have been entered from strip charts and daily
summaries, erroneously entered data have been deleted, and statistical
evaluations have been completed. 

Preliminary  Data  Reports. Preliminary data reports are prepared by the
DPC based on the records sent bi-monthly from station operators. The
first data packet contains all data collected from the 1st of the month
through the 15th of the month, and the second data packet contains all
data collected from the 16th of the month through the end of the month.
Both data packets must be sent within a week following the end of the data
period contained in the packet. Each data packet must include all
information generated during normal site operations, including the
following:

 Station Log Book Records
 Strip Charts 
 Weekly Power Failure Logs
 Daily Summaries
 Weekly Station Checklists
 Weekly Zero/Span/Precision Check Forms (ZSP Forms)
 Maximum Hourly Average Concentration Verification Forms
 Multipoint Calibration Forms (Monthly)

In selected cases, it may be required to include the following information:

 Transfer standard certification information
 Performance audit data (from the State or NPS Contractor)
 Site systems audit data (from the State or NPS Contractor)

Station Log Book Records. Station log books must accurately reflect site
operations and refer to all documents generated as a result of daily
operations. This is the foundation of a complete and accurate database.
Final data cannot be generated without this foundation. It takes a lot of
work and money to collect data; it takes a little extra effort to make
certain that the data are good so it can be used, reported, and defended,
without reservation.

Strip Charts. Strip charts are considered to be the primary database for
gaseous pollutant monitors since they provide a graphical record of
instrument performance. Data loggers average the instrument's signal
output and are often not a true representation of the quality of data
collected. An example of this is a noisy instrument output. The strip
chart will indicate an instrument malfunction, whereas the data logger
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will average the signal and mask the problem. Also, instruments will
often respond to 100% of the possible output (full scale) when power is
re-established following even a brief power failure. The data logger will
average this "peak" into the hourly average, whereas the strip chart will
reflect the true average for the period. 

Daily  Summaries: The daily summaries (and preliminary data reports
generated from polled data), although by no means complete, once screened
by monitoring support personnel, may be used by researchers and resource
management personnel to flag event occurrences. 

The validation process requires that the polled data be compared to strip
charts and to daily summaries generated on-site. Throughout the data
validation process the data must maintain a "traceability link" and the
transfer of the primary database must occur from the monitoring site,
where it originated, to the DPC, where it will be validated, reported, and
archived. 

Control Forms. Since it is not practical to make photocopies of all strip
charts, it is necessary for the station operator to complete the Weekly
Zero/Span/Precision Check Form (ZSP Form) and Maximum Hourly Average
Concentration Verification Form according to procedures in Section A.2.
These procedures require the station operator to compare weekly Zero,
Span, and Precision Event results, and the daily maximum hourly averages
between the data logger and the strip chart recorder. In doing so, the
"traceability link" is established between the strip chart and the daily
summary printed from the data logger. 

Other  Documentation. All other documentation (daily summaries, Weekly
Station Checklists, and Multipoint Calibration Forms) are easily
photocopied. Prior to sending a packet of data, the site operator has
used the ZSP Forms and Maximum Hourly Average Concentration Verification
Forms to establish the "traceability link" between the daily summaries and
the strip charts. Even if the primary site records are lost in transit to
the DPC, no loss of data would occur.

The original documentation retained on-site also provides the monitoring
site operator with the necessary information to comment on the monthly
preliminary data report. These comments from the site operator are an
important step in the validation of final data. 

Final  Data  Reports: Final data reports are generated after the monthly
preliminary data reports have been reviewed by monitoring site operators
and NPS/AQD staff. Once the data is in final form, it is ready for
submission into the EPA's Aerometric Information Retrieval System (AIRS)
Database, where it may be accessed by EPA regional offices, state and
local agencies, and research facilities nationwide. Final data reports
are generated within 90-120 days after the end of the calendar year.

Final Validated Data: Final validated data is defined as data that have
passed quality control and quality assurance tests, have been reviewed by both
monitoring support personnel and site operators, and are ready to be archived
into a permanent database. The Code of Federal Regulations requires that data
used for regulatory purposes must be submitted into AIRS within ninety (90) days
of collection.
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A.2 STATION OPERATOR RESPONSIBILITIES

Station operators are responsible for sending data packets to the DPC on
a bi-monthly basis. The first data packet should contain all documentation
corresponding to the data collected from the 1st day of the month through the
15th of the month, and the second data packet should contain all documentation
corresponding to the data collected from the 16th day of the month through the
end of the month. Both data packets must be sent to the DPC within a week
following the end of the completed monitoring data period. These data packets
must include all information generated during the monitoring data period and
under normal site operations, including:

A.2.1 - The yellow copies of completed station log book pages (the pink
              copy goes to the OSC)

A.2.2 - Copies of Power Failure Logs
A.2.3 - Reviewed and annotated Strip Charts
A.2.4 - Copies of Weekly Zero/Span/Precision Check Form (ZSP Form), and

  Maximum Hourly Average Concentration Verification Forms
A.2.5 - Copies of Daily Summaries 
A.2.6 - Copies of Weekly Station Checklists
A.2.7 - Copies of Calibration Forms (if applicable)
A.2.8 - Back-up Documentation (if applicable)

NOTE: When the data packet is received by the DPC, a postcard will be sent
back to you acknowledging the receipt of the packet. 

If this postcard is not received within 2 weeks of your sending
the data packet, notify the DPC before sending any additional
data packets.

A.2.1 Station Log Book

The station log book must accurately reflect all site activities, document
all telephone conversations with monitoring support personnel, and refer to all
documents generated as a result of daily operations.

ACTIVITIES:

1) Document all observations and activities in the station log book.
Please note that all entries are to be made in Local Standard Time
(LST). See Figure A.2-1, Sample Station Log Book Entry, for an
example. 

Useful observations include station log notes regarding the current
weather conditions at your site. Helpful observations include:

 cloud cover (clear, scattered, cumulus, etc.);
 wind information (northerly winds, calm, windy, etc.);
 relative temperatures (cold, cool, warm, etc.);
 humidity (dry, comfortably humid, etc.);
 precipitation events (rain this morning, snowing at present time,

forecast for snow this evening); and/or
 prescribed burns or wild fires, local road construction, or

similar disturbance
 any comments regarding significant meteorological events since

the last station visit (high winds on Thursday, February 4,
thunderstorms last night, heavy snowfall last two days, etc.).



   SECTION: A.2
   REVISION: 0.1
   EFFECTIVE: 12/94
   PAGE 2 OF 18

Figure A.2-1. Sample Station Log Book Entry.
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These types of observations will help evaluate the overall
performance of all air quality and meteorological equipment and
provide the NPS with additional confidence in the quality of the
reported data.

It is also important to document all site activities in the station
log book. This includes all maintenance performed, observations on
analyzer/sensor performance, and any other information you feel is
important. It is extremely useful to note the times that specific
columns (data logger inputs) are "down" (taken off line) during
station checks. This will help the DPC to check the overall system
performance and to know the validity of the reported values are
indeed valid.

Example station log book entry:

Date  Time Action
Station 
Operator

11/14
/92

1514
1524
1530

Columns 4-9 down.
Columns 4-9 up.
Tipped precipitation bucket
10 times to check system
performance and accuracy.

J.
Smith

2) Make certain that both "COPY" pages are legible. Place the stiff
piece of cardboard provided along with the log book between the
pages so additional copies are not made unintentionally.

3) Make certain that the station name is legible on the original and on
the "COPY" pages of the station log book.

4) Note the spaces to check "Continued From Previous/On Following Page"
at the upper left and lower right corners of the station log book
page.

5) If a page has been partially left blank, note on the page "REST OF
PAGE INTENTIONALLY LEFT BLANK."

6) Sign the log book each visit (first initial and full last name);
this is especially important for stations with multiple operators.

SENDING DOCUMENTATION:

1) The station log books are set-up with 3-part carbonless log book
pages. The original page will be maintained at the station. Both
"COPY" pages are removed from the station log book and the yellow
copy is sent in the bi-monthly packet to the DPC. The pink copy is
sent directly to the OSC monthly.

2) Be certain that all station log book entries through the end of the
month are included with the second data packet forwarded to the DPC.

A.2.2 Power Failure Logs

The SumX data logger has the ability to record the ten (10) most recent
power failures. This power failure log is necessary to document times and
durations of power failures on strip charts (see Figure A.2-2, Sample SumX Data
Logger Power Failure Log).
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POWER FAILURES 13:15:12 12/10/92 BADLANDS NP

FROM TO
01 07:25:03 12/10/92 345 08:10:06 12/10/92 345
02 07:20:21 11/05/92 310 07:20:26 11/05/93 310
03 05:47:06 11/05/92 310 05:47:11 11/05/93 310
04 05:56:46 10/30/92 304 05:56:51 10/30/93 304
05 00:24:03 10/24/92 298 00:24:08 10/24/93 298
06 00:14:04 09/24/92 298 00:14:09 09/24/93 298
07 19:46:34 09/16/92 260 19:46:38 09/16/93 260
08 05:03:57 09/09/92 253 05:04:02 09/09/93 253
09 19:21:53 08/07/92 220 19:21:58 08/07/93 220
10 11:06:01 07/27/92 209 11:06:05 07/27/93 209

 >
          

Figure A.2-2. Sample SumX Data Logger Power Failure Log.
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ACTIVITIES:

1) The power failure log is printed by the site operator while
performing the Weekly Station Checklist. 

2) Make absolutely certain that legible copies can be made if
necessary.

SENDING DOCUMENTATION:

1) The monitoring station operator has the option of either generating
two copies of both the daily summaries and power failure log while
performing the weekly station check, or making photocopies of the
printouts generated during the site visit. A legible copy must be
forwarded to the DPC and the original must be maintained at the
monitoring station as a back-up in the event that the bi-monthly
data packet is lost, and as material for the station operator's
review of the Preliminary Monthly Data Report.

2) The original copy of each power failure log will be kept at the
station. Send a legible copy of each power failure log in the bi-
monthly packet to the DPC.

A.2.3 Strip Charts

Strip charts are considered to be the primary database for gaseous
pollutant monitors since they provide a graphical record of instrument
performance. The station operator will need to review and annotate strip charts,
noting power failures, abnormal hourly averages, unusual chart traces, etc.
Notes should be entered on the chart paper so as to not interfere with any chart
data recordings (see Figures A.2-3a and A.2-3b).

ACTIVITIES:

1) Cut and remove the chart paper at 2400 (midnight) on the 15th of the
month if you are preparing to send in the first bi-monthly data
packet, or at 2400 (midnight) on the last day of the month if you
are preparing to send in the second bi-monthly data packet. Make
certain that the recorder has enough paper to last until the next
scheduled station visit.

2) Annotate the beginning and end of each strip chart with the
following (as in Figures A.2-3a and A.2-3b):

 Operator's first initial and full last name;
 Station name;
 Chart Begins: (Date and Local Standard Time);
 Chart Ends: (Date and Local Standard Time);
 The equation used to determine ppm concentrations from % chart

readings; and
 If applicable, indicate which colors correspond to what

parameters (O3, SO2, etc.) if the strip charts are multi-pen.

3) Annotate the date at the beginning and end of each 24-hour segment
of the strip chart (see Figure A.2-3b). The starting time of the
daily automatic Zero and Span should provide a good time reference.

 
4) Review the strip chart trace and identify all power failures listed

on the power failure logs on the strip chart (see Figure A.2-2).
NOTE  ANY  POWER  FAILURES  AND  ANY  PERIODS  WHERE  THE  ACTUAL  TIME
DISAGREES WITH THE TIMES PRE-PRINTED ON THE CHART PAPER.
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Figure A.2-3a. Sample Annotated Strip Chart Segment.
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Figure A.2-3b. Sample Annotated Strip Chart Segment.
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Figure A.2-4. Sample Abnormal Strip Chart Traces.
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The strip charts must be clearly annotated to document all power failures
and to chart data logger comparisons, station checks, and any event which
may lead to data invalidation. Abnormal chart traces, such as those shown
in Figure A.2-4, must be reported immediately to the OSC.

A.2.4 Weekly Ozone Zero/Span/Precision Check Forms (ZSP Forms) and
 Maximum Hourly Average Concentration Verification Forms

A.2.4.1 Weekly Ozone Zero/Span/Precision Check Forms

The results of the automatically activated Zero, Span, and Precision Events
and the strip chart recorder's responses to these events are recorded on the
Weekly Ozone Zero/Span/Precision Check Form (ZSP Form) by the station operator.
The automatic Precision Event is usually performed on Tuesday. The purpose of
the ZSP Form is to compare the strip chart values to the data logger values as
part of preliminary data validation for that 24-hour period.

Daily Zero and Span Events are automatically activated. Weekly (usually
Tuesdays) Precision Events are automatically activated. A review of the
following automatic calibration events is performed:

 Zero (Daily)
Recorded as LEVEL 0 ACTUAL in the CALIBRATION-RESULTS section of the
SumX Daily Summary.

 Precision Check (Weekly)
Recorded as LEVEL 1 ACTUAL in the CALIBRATION-RESULTS section of the
SumX Daily Summary.

 Span (Daily)
Recorded as LEVEL 5 ACTUAL in the CALIBRATION-RESULTS section of the
SumX Daily Summary.

Note: A Daily Summary is a list of the hourly averages obtained
from the SumX data logger for all monitored parameters and
calibration results, for one 24-hour period.

ACTIVITIES:

The station operator is required to perform the following activities:

1) Complete the ZSP Form (see Figure A.2-5).

Note: The forms within Sub-section A.2.4 have been completed using
data from the example strip charts and Daily Summary found
within this SOP.

2) Review the Calibration Summary results for each day and verify the
following:

- O3, CAL AND SO2 LEVEL 0 ACTUAL results are ±0.010 ppm of Zero

- CAL LEVEL 5 ACTUAL results are between 0.350 and 0.450

- O3 LEVEL 5 ACTUAL results are ±0.040 of CAL LEVEL 5 ACTUAL 

- SO2 LEVEL 5 ACTUAL results are ±0.040 of the SO2 THEORETICAL
LEVEL 5 VALUE

If you have any questions about determining the acceptability of
Precision checks, please refer to Section D or call the OSC.



   SECTION: A.2
   REVISION: 0.1
   EFFECTIVE: 12/94
   PAGE 10 OF 18

3) Since it is not practical to make photocopies of all strip charts,
it is necessary for the station operator to complete the forms
according to the following procedures. These procedures require the
operator to compare three data points (Zero, Span, and Precision)
for one day each week (usually Tuesdays) between the data logger and
the strip chart record. In doing so, the "traceability link" is
established between the strip chart and the Daily Summary printed
from the data logger.

 On the Daily Summary, locate the calibration results and
transcribe the LEVEL 0 ACTUAL, LEVEL 1 ACTUAL, and LEVEL 5 ACTUAL
in the corresponding space provided on the ZSP Form.

 Find the automatically activated daily Zero and Span checks which
correspond with the weekly Precision check (usually on Tuesdays).
Record the last five (5) minute's average chart traces for the
Zero, Precision, and Span Event checks on the ZSP Form under the
CHART % column (see Figure A.2-5) for the following appropriate
event:

- DAILY ZERO
- WEEKLY PRECISION CHECK
- DAILY SPAN

 Calculate the pollutant concentration from the last 5 minutes of
the event's chart trace and record the resulting concentration
under the CHART PPM column of the ZSP Form. The calculated chart
concentration must be within ±0.008 ppm of the data logger
averaged concentration.

 If the calculated strip chart concentrations vary from the data
logger concentrations by more than ±0.008 ppm, if Span chart
traces are irregular and/or out of the prescribed limits, or if
abnormal strip chart traces are noted during the review and
annotation of the strip charts (see examples in Figure A.2-4),
please notify the OSC so the problems may be corrected.

SENDING DOCUMENTATION:

The ZSP Form will be maintained for the duration of the monitoring program
with photocopies forwarded to the DPC promptly on a bi-monthly schedule as
part of the bi-monthly data packet. The original of each form is
maintained at the station.

A.2.4.2 Maximum Hourly Average Concentration Verification Forms

The purpose of the Maximum Hourly Average Concentration Verification Form
is to compare the maximum hourly average concentration recorded by the data
logger with the maximum hourly average concentration traced by the strip chart
recorder for each 24-hour period. The station operator is encouraged to make
comments regarding the validity of the data on this form.

ACTIVITIES:

The station operator is required to perform the following activities:

1) Complete the Maximum Hourly Average Concentration Verification Form
(see Figures A.2-6, with columns a through e). 
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1a) Review the SumX Daily Summaries.

 Review all of the daily summaries following the guidelines in
the attached "What to Look for on Daily Summaries" guide (see
Table A.2-1, page 15 in this section). Document unusual
conditions in the station log book and notify the OSC.

 Review each Daily Summary to locate the highest hourly average
and hour of occurrence. It may be helpful to underline or
highlight the highest hourly average on the daily summaries.
If there are several identical hourly averages occurring on the
same day, use the first average. DO NOT USE HOURS WITH B, C,
or D DATA FLAGS. Other hours with data flags may be used (F,
<). Record the highest hourly average (column a of the form)
and hour of occurrence (column b of the form) for each day of
the monitoring period on the Maximum Hourly Average
Concentration Verification Form. 

1b) Review and Annotate Strip Charts.

Figure A.2-3b (page 7 of this section) shows an example of how to
annotate the maximum hourly average results on the strip chart.

 It is important to remember that the SumX data logger averages
data at the end of each hour. For example, data noted as "hour
03:00" was collected between 02:00 and 02:59. On the strip
chart, locate and annotate the hour of chart trace that
corresponds to the highest hourly average and hour of
occurrence for each day recorded on the Maximum Hourly Average
Concentration Verification Form.

 Record the average chart trace for that hour on the Maximum
Hourly Average Concentration Verification Form (column c of the
form) and on the strip chart.

 Calculate the pollutant concentration from the average chart
trace (column c of the form) for each day of the monitoring
period. The chart to ppm conversion equation to be used is:

      chart % - analyzer Zero value in chart % = concentration
             200 in ppm

Record the result on the Maximum Hourly Average Concentration
Verification Form (column d of the form) and on the strip
chart.

 Verify that the calculated chart concentration for each day is
within ±0.008 ppm of the data logger maximum hourly
concentration.

 Again, make any appropriate notes about the acceptability of
the data in the comments (column e of the form).

SENDING DOCUMENTATION:

The Maximum Hourly Average Concentration Verification Form must be
maintained for the duration of the monitoring program with photocopies
forwarded to the DPC promptly on a bi-monthly schedule as part of the bi-
monthly data packet. The originals of each form are maintained at the
station.
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WEEKLY ZERO/SPAN/PRECISION CHECK FORM
(ZSP FORM)

STATION:                                      OPERATOR:                       

FORMULA USED TO CALCULATE O3 PPM FROM CHART %:                                   
 

FORMULA USED TO CALCULATE SO2 PPM FROM CHART %:                                  

  WEEK:            DATE:                           

LEVEL 0
ZERO

CHART % CHART
PPM

LEVEL 1
PRECISION

CHART % CHART
PPM

LEVEL 5
SPAN

CHART % CHART
PPM

SO2

O3

CAL

  WEEK:           DATE:                           

LEVEL 0
ZERO

CHART % CHART
PPM

LEVEL 1
PRECISION

CHART % CHART
PPM

LEVEL 5
SPAN

CHART % CHART
PPM

SO2

O3

CAL

  WEEK:           DATE:                           

LEVEL 0
ZERO

CHART % CHART
PPM

LEVEL 1
PRECISION

CHART % CHART
PPM

LEVEL 5
SPAN

CHART % CHART
PPM

SO2

O3

CAL

RANGES OF ACCEPTABLE VALUES

LEVEL 0
ZERO

LEVEL 1
PRECISION

LEVEL 5
SPAN

SO2 ±0.010 ppm Between 0.081 and 0.099 ppm ±0.040 ppm

O3 ±0.010 ppm CAL PRECISION ±10% CAL SPAN ±0.040 ppm

CAL ±0.010 ppm 0.080 to 0.100 ppm 0.350 to 0.450 ppm

Strip Chart
(Chart ppm)

O3 ZERO ±0.008 ppm O3 PRECISION ±0.008 ppm O3 SPAN ±0.008 ppm

Figure A.2-5. Example Weekly Zero/Span/Precision Check Form (ZSP Form) for 
Bi-Monthly Mailing.
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MAXIMUM HOURLY AVERAGE CONCENTRATION VERIFICATION FORM; DAYS 1-15

PARAMETER:           FORMULA USED TO CALCULATE PPM FROM CHART %                                          

MONTH/YEAR:                      STATION:                             

OPERATOR:                     COMPLETED BY:                       

DATE
MAX SUMX HOUR AVG*

MAX CHART %
AVG.
(c)

MAX CHART PPM*

(d)
COMMENTS CONCERNING DATA VALIDATION

(e)
PPM
(a)

HOUR
(b)

1

2

3

4

5

6

7

8

9

10

11
12
13
14
15

NOTES: Do NOT include hours with flags: B, C, and D.
  DO include hours with flags F and <.

* Calculated chart concentration must be within ±0.008 ppm of data logger value.

     Figure A.2-6a. Example Maximum Hourly Average Concentration Verification Form;
                     Dates: 1-15.
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MAXIMUM HOURLY AVERAGE CONCENTRATION VERIFICATION FORM; DAYS 16-31

PARAMETER:             FORMULA USED TO CALCULATE PPM FROM CHART %                       

MONTH/YEAR:                      STATION:                             

OPERATOR:                     COMPLETED BY:                       

DATE

MAX SUMX HOUR AVG*
MAX CHART %

AVG.
(c)

MAX CHART PPM

(d)
COMMENTS CONCERNING DATA VALIDATION

(e)
PPM
(a)

HOUR
(b)

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

NOTES: Do NOT include hours with flags: B, C, and D.
  DO include hours with flags F and <.

* Calculated chart concentration must be within ±0.008 ppm of data logger value.

    Figure A.2-6b. Example Maximum Hourly Average Concentration Verification Form;
                    Dates: 16-31.
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Table A.2-1. What to Look for on Daily Summaries.

O3 VALUES > 0.125 ppm OR < 0.010 ppm -
Indicate exceedances of the ozone standard or abnormally low values.

NEGATIVE NUMBERS -
Are atypical for ozone, sulfur dioxide, wind speed, wind direction, solar
radiation, rainfall.

FLUCTUATING VALUES -
Ozone values normally do not change by more than 0.030 ppm from one hour to the
next.

CAL SHOULD TRACE @ 0.000 -
Except during cal event (except for sites with Dasibi 1009 calibrators).

VWD - Steady values or continuous Zero (0) or Span (360) values are atypical.

VWS - Steady values or continuous Zero (0.0 or Span (25 m/s or 50 mph) are atypical.

SWS - Should always be > VWS.

TMP - Steady values or continuous Zero (-50.0) and Span (+50.0) values are atypical.

DPT - Steady values or continuous Zero (-50.0) and Span (+50.0) values are atypical. 
DPT values should be < than TMP. DPT will be closest to TMP when it is very
humid.

SOL - Look for diurnal values; low at night and highest during mid-day. Summer
maximum values should be > winter values.

RNF - Look for data flags - should be no flags.

STP - This measures shelter temperature, which must be 20-30°C (19.4 to 30.6°C);
values should change slowly.

REF - Values should be 1000 ±5. A reading of 635 indicates a ground loop caused by
improper wiring. Call OSC for assistance with ground loops.

PWR - This measures the line voltage to the shelter. Typical values are 115 to 125.

SFQ - Dasibi 1003-PC sample frequency. This voltage output x 5 is approximately the
frequency display of 40 to 48.

CFQ - Dasibi 1003-PC control frequency. This voltage output x 5 is approximately the
frequency display of 20 to 28.

O3L - Lamp voltage from Monitor Labs 8810 ozone monitor. The acceptable range is 1.70
to 1.90. Contact OSC personnel for assistance with lamp adjustments.

CLL - Lamp voltage from Monitor Labs 8810 transfer standard. The acceptable range is
1.70 to 1.90. Contact OSC personnel for assistance with lamp adjustments.

CALIBRATION SUMMARY:

O3 LEVEL 0 ACTUAL = ±0.010 FROM ZERO
CAL (TRA) LEVEL 0 ACTUAL = ±0.010 FROM ZERO
O3 LEVEL 1 ACTUAL within 0.010 ppm of CAL LEVEL 1 ACTUAL.
CAL LEVEL 1 ACTUAL - CAL LEVEL 0 ACTUAL = 0.080 TO 0.100.
O3 LEVEL 5 ACTUAL = ±0.040 of CAL LEVEL 5 ACTUAL
CAL LEVEL 5 ACTUAL = 0.350 to 0.450
SO2 LEVEL 0 ACTUAL = ±0.010 FROM ZERO
SO2 LEVEL 1 ACTUAL = ±0.010 OF THEORETICAL VALUE
SO2 LEVEL 5 ACTUAL = ±0.040 OF THEORETICAL VALUE
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A.2.5 Daily Summaries

Since error-free data transmission cannot be guaranteed through telephone
lines, it is essential that the daily summaries be generated by the station
operator while they are at the monitoring site. 

Only when instructed to do so by the OSC under unusual circumstances,
which include printer failure or when environmental conditions
prohibit site access, should data be polled by the station operator
via modem communications. 

The validation process requires that the polled data be compared to strip charts
and to daily summaries generated on-site (see Figure A.2-7, Sample Daily
Summary). 

ACTIVITIES:

The Daily Summaries are printed by the station operator while he/she
performs the procedures outlined in the SumX data logger's Weekly Station
Checklist (see Figure B.1.1-1). Although the DPC polls daily summaries
from monitoring sites having telephones on a daily basis, and sites
without telephones on a weekly basis, the polled data is in raw form and
must be validated prior to its release and use. Most modems used in the
polling of this data are equipped with error controlling devices which
assist in establishing error-free data transmission. These devices are
commonly called Error Control Modules (ECMs).

SENDING DOCUMENTATION:

Each original Daily Summary must be kept at the station. Send a legible
copy of each Daily Summary in the bi-monthly packet to the DPC. 

A.2.6 Weekly Station Checklist

Weekly Station Checklists are completed for each instrument at the
monitoring site at least weekly. More frequent checks may be required to
document abnormal conditions, such as instrument malfunctions or to assist in the
validation of unusually high data events. 

Weekly station checks should not be performed during periods of data
collection which exceed National Ambient Air Quality Standards
(NAAQS) (0.12 ppm for ozone), but should be postponed and performed
immediately after the air pollution episode).

ACTIVITIES:

1) Weekly Station Checklists, along with accompanying detailed procedures
for the specific instruments at each station, are included in Section
B. When checks of specific station equipment are not within
normal/expected ranges, these occurrences should be starred (*) on the
checklist and appropriate comments should be added to the station log.

2) While completing the SumX Data Logger Weekly Station Checklist, the
following documents will be generated:

 Daily Summaries
 Power Failure Logs

3) A station check should be performed each site visit or at a minimum of
once per week.
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PREVIOUS DAILY SUMMARY 12/10/92 BADLANDS NP
********************************************************************************
COLUMN NUMBER 01 02 03 04 05 06 07 08 
CHANNEL NUMBER 01 02 03 11 09 09 13 15 
CHANNEL NAME SO2 O3 CAL VWD VWS SWS TMP DPT 
CHANNEL UNITS PPM PPM PPM DEG MPH MPH DGC DGC
FULL SCALE VALUE .490 .479 .980 540 100.0 100.0 50.0 50.0
ZERO VALUE -.010 -.021 -.020 0 .0 .0 -50.0 -50.0
INPUT RANGE 1 1 1 5 5 5 5 5
INPUT TYPE S S S D D D D D
--------------------------------------------------------------------------------
01:00 .001 .051 .000 238 .7 1.0 9.7 5.3 
02:00 .001 .055 .000 192 .5 .6 9.0 5.1 
03:00 .001 .062 .000 209 .6 .6 9.3 5.0 
04:00 .001 .063 .000 213 .9 1.1 9.2 5.0 
05:00 .001 .067 .000 251 1.1 1.4 10.2 4.9 
06:00 .001 .070 .000 211 .4 .5 10.3 4.8 
07:00 .002 .075 .000 274 1.6 1.8 11.5 4.8 
08:00 .002F .070F .000F 278F 1.9F 2.3F 14.0F 4.9F
09:00 .001< .072< .000< 288< 3.9< 4.5< 14.9< 3.6<
10:00 .001D .065D .000D 291D 3.0D 3.9D 15.7D 3.7D
11:00 .002B .230C .210 333 3.3 4.2 15.2 6.4 
12:00 .002 .066 .000 316 3.2 4.4 14.8 7.3 
13:00 .002 .068 .000 301 3.9 5.2 15.5 7.9 
14:00 .002 .057 .000 288 4.2 5.1 15.3 7.9 
15:00 .002 .051 .000 294 3.6 4.5 16.1 7.8 
16:00 .001 .065 .000 289 4.3 5.3 15.7 7.8 
17:00 .001 .083 .000 294 4.1 5.2 14.9 7.9 
18:00 .001 .085 .000 277 4.0 4.6 13.1 8.0 
19:00 .001 .107 .000 275 3.4 3.8 12.7 7.9 
20:00 .001 .070 .000 259 1.6 1.8 12.1 7.8 
21:00 .001 .031 .000 260 .9 1.3 11.3 7.6 
22:00 .037B .066C .067C 175 .6 .6 9.8 6.7 
23:00 .213B .198C .201C 174 .6 .6 9.2 6.0 
00:00 .005C .035B .003B 225 .8 .9 8.7 5.5 

AVERAGE .001< .021< .000< 285< 2.0< 2.7< 12.4< 6.2<

********************************************************************************
COLUMN NUMBER 09 10 11 12 13 14 
CHANNEL NUMBER 19 99 05 06 07 08 
CHANNEL NAME SOL RNF STP REF PWR O3L 
CHANNEL UNITS WMS INC DGC MVT VLT VDC
FULL SCALE VALUE 1500 20.00 100.0 1000 500 5.00
ZERO VALUE 0 .00 .0 0 0 .00
INPUT RANGE 5 1 1 5 5
INPUT TYPE D S S S S
--------------------------------------------------------------------------------
01:00 -1 .00 25.2 1000 120 1.80 
02:00 -1 .00 24.5 1000 120 1.80 
03:00 -1 .00 24.0 1000 120 1.79 
04:00 -1 .00 23.6 1000 120 1.78 
05:00 -1 .00 23.3 1000 119 1.77 
06:00 8 .00 23.1 1000 119 1.76 
07:00 90 .00 23.2 1000 119 1.76 
08:00 262F .00F 24.3F 1000F 119F 1.76F 
09:00 379< .00< 25.8< 1000< 119< 1.78< 
10:00 502 .00 26.0 1000 119 1.78 
11:00 560 .00 25.9 1000 119 1.78 
12:00 588 .00 25.4 1000 119 1.77 
13:00 725 .00 25.3 1000 119 1.77 
14:00 563 .00 25.1 1000 119 1.77 
15:00 580 .00 25.1 1000 120 1.77 
16:00 478 .00 25.0 1000 120 1.77 
17:00 282 .00 25.0 1000 120 1.78 
18:00 111 .00 25.4 1000 119 1.78 
19:00 27 .00 25.5 1000 119 1.79 
20:00 1 .00 25.9 1000 119 1.80 
21:00 -1 .00 25.9 1000 119 1.81 
22:00 -1 .00 25.8 1000 118 1.81 
23:00 -1 .00 26.1 1000 119 1.81 
00:00 -1 .00 26.5 1000 119 1.81 
        
AVERAGE 215< .00< 25.0< 1000< 119< 1.78< 

CALIBRATION-RESULTS 

COLUMNS # & NAME LEVEL 0 LEVEL 1 LEVEL 2 LEVEL 3 LEVEL 4 LEVEL 5
        
01 SO2 ACTUAL .001C .084C .420C
         THEORETICAL .000 .090 .400
02 O3 ACTUAL -.001C .089C .403C
         THEORETICAL .000 .090 .400
03 CAL ACTUAL .004C .090C .408C
         THEORETICAL .000 .090 .400

Figure A.2-7. Sample Daily Summary.
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SENDING DOCUMENTATION:

1) Maintain the original of each Weekly Station Checklist at the station.
Mail a copy of the Weekly Station Checklists in the bi-monthly packet
to the DPC.

2) In the event that five site visits are scheduled within one month
or if a non-scheduled site check is performed, the Weekly Station
Checklists have columns for three visits. Two Weekly Station
Checklists will be mailed to the DPC per month.

A.2.7 Calibration Forms

A multipoint calibration is performed on a monthly basis with no changes
in the sample line configuration. If the calibration is required as a result of
Span drift, however, a sample line integrity check (SLIC) will be required.

Please perform SLICs only under the direction of OSC personnel.

If the slope between the calibrator and the ozone analyzer is between 0.90 and
1.10, no SLIC is required.

The sequence of events for performing a multipoint calibration is as
follows:

   CAL POINT PPM RANGE
1. ZERO
2. high value (concentration range between 0.380 and 0.420 ppm
3. mid-range value (concentration range between 0.150 and 0.200

ppm)
4. low range value (concentration range between 0.030 and 0.080

ppm)
5. ZERO

ACTIVITIES:

1) See Section E for the specific procedures to perform a multipoint
calibration.

SENDING DOCUMENTATION:

1) Ozone multipoint calibrations are required monthly. The calibration
should be performed on the first Tuesday of each month. Results of
all multipoint calibrations are called into the OSC for evaluation and
discussion.

2) If a multipoint calibration was performed, the original copy of each
form will be maintained at the station. Send a legible photocopy of
each form in the bi-monthly packet to the DPC.

A.2.8 Back-up Documentation

Should any of the data being mailed get lost or damaged, our only back-up
of the system is with the station operator. Hence, it is important to maintain
files of:

 Station Log Book Records
 Power Failure Logs
 Weekly Ozone Zero/Span/Precision Check Forms and 

Maximum Hourly Average Concentration Verification Forms
 Daily Summaries
 Weekly Station Checklists
 Multipoint Calibration Forms
 Transfer Standard Certification Information (if applicable)
 Performance Audit Data
 Site Systems Audit Data
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A.3 STATION OPERATOR RESPONSIBILITIES

Station operators are responsible for sending data packets to the DPC on
a bi-monthly basis. The first data packet should contain all documentation
corresponding to the data collected from the 1st day of the month through the
15th of the month, and the second data packet should contain all documentation
corresponding to the data collected from the 16th day of the month through the
end of the month. Both data packets must be sent to the DPC within a week
following the end of the completed monitoring data period. These data packets
must include all information generated during the monitoring data period and
under normal site operations, including:

A.3.1 - The yellow copies of completed station log book pages (the pink
              copy goes to the OSC)

A.3.2 - Copies of Power Failure Logs
A.3.3 - Reviewed and annotated Strip Charts
A.3.4 - Copies of Weekly Zero/Span/Precision Check Form (ZSP Form), and

  Maximum Hourly Average Concentration Verification Forms
A.3.5 - Copies of Daily Summaries 
A.3.6 - Copies of Weekly Station Checklists
A.3.7 - Copies of Calibration Forms (if applicable)
A.3.8 - Back-up Documentation (if applicable)

NOTE: When the data packet is received by the DPC, a postcard will be sent
back to you acknowledging the receipt of the packet. 

If this postcard is not received within 2 weeks of your sending
the data packet, notify the DPC before sending any additional
data packets.

A.3.1 Station Log Book

The station log book must accurately reflect all site activities, document
all telephone conversations with monitoring support personnel, and refer to all
documents generated as a result of daily operations.

ACTIVITIES:

1) Document all observations and activities in the station log book.
Please note that all entries are to be made in Local Standard Time
(LST). See Figure A.3-1, Sample Station Log Book Entry, for an
example. 

Useful observations include station log notes regarding the current
weather conditions at your site. Helpful observations include:

 cloud cover (clear, scattered, cumulus, etc.);
 wind information (northerly winds, calm, windy, etc.);
 relative temperatures (cold, cool, warm, etc.);
 humidity (dry, comfortably humid, etc.);
 precipitation events (rain this morning, snowing at present time,

forecast for snow this evening); and/or
 prescribed burns or wild fires, local road construction, or

similar disturbance
 any comments regarding significant meteorological events since

the last station visit (high winds on Thursday, February 4,
thunderstorms last night, heavy snowfall last two days, etc.).



   SECTION: A.3
   REVISION: 0.0
   EFFECTIVE: 2/95
   PAGE 2 OF 18

Figure A.3-1. Sample Station Log Book Entry.
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These types of observations will help evaluate the overall
performance of all air quality and meteorological equipment and
provide the NPS with additional confidence in the quality of the
reported data.

It is also important to document all site activities in the station
log book. This includes all maintenance performed, observations on
analyzer/sensor performance, and any other information you feel is
important. It is extremely useful to note the times that specific
columns (data logger inputs) are "down" (taken off line) during
station checks. This will help the DPC to check the overall system
performance and to know the validity of the reported values are
indeed valid.

Example station log book entry:

Date  Time Action
Station 
Operator

11/14
/92

1514
1524
1530

Columns 4-9 down.
Columns 4-9 up.
Tipped precipitation bucket
10 times to check system
performance and accuracy.

J.
Smith

2) Make certain that both "COPY" pages are legible. Place the stiff
piece of cardboard provided along with the log book between the
pages so additional copies are not made unintentionally.

3) Make certain that the station name is legible on the original and on
the "COPY" pages of the station log book.

4) Note the spaces to check "Continued From Previous/On Following Page"
at the upper left and lower right corners of the log book page.

5) If a page has been partially left blank, note on the page "REST OF
PAGE INTENTIONALLY LEFT BLANK."

6) Sign the log book each visit (first initial and full last name);
this is especially important for stations with multiple operators.

SENDING DOCUMENTATION:

1) The station log books are set-up with 3-part carbonless log book
pages. The original page will be maintained at the station. Both
"COPY" pages are removed from the station log book and the yellow
copy is sent in the bi-monthly packet to the DPC. The pink copy is
sent directly to the OSC monthly.

2) Be certain that all station log book entries through the end of the
month are included with the second data packet forwarded to the DPC.

A.3.2 Power Failure Logs

The Odessa data logger has the ability to record the ten (10) most recent
power failures. This power failure log is necessary to document times and
durations of power failures on strip charts (see Figure A.3-2, Sample Odessa Data
Logger Power Failure Log). Note that "PLAYBACK" messages are also logged here.
"PLAYBACK" indicates the time when the data logger was in "PLAYBACK" mode, such
as data logger maintenance periods. Beware that during periods of extensive data
logger maintenance (or more than 10 actual power failures), actual "POWER_FL"
messages may scroll off.
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POWER FAILURES 13:15:12 12/10/92 BADLANDS NP

! POWER_FL 17:06:40 0033 UNTIL 17:06:45 0033 0812
! PLAYBACK 14:43:13 0033 UNTIL 14:51:18 0033 07E4
! PLAYBACK 10:07:11 0033 UNTIL 10:09:21 0033 07D7
! POWER_FL 10:06:40 0033 UNTIL 10:06:45 0033 0807
! POWER_FL 11:16:50 0031 UNTIL 11:45:56 0033 0799
! POWER_FL 23:06:59 0029 UNTIL 23:45:12 0031 0767
! PLAYBACK 14:43:43 0025 UNTIL 15:05:50 0025 07ED
! POWER_FL 03:26:46 0020 UNTIL 04:17:19 0020 0756
! POWER_FL 17:42:10 0009 UNTIL 17:45:13 0009 0723
! POWER_FL 01:34:12 0002 UNTIL 03:06:31 0002 0701

          

Figure A.3-2. Sample Odessa Data Logger Power Failure Log.
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2ACTIVITIES:

1) The power failure log is printed by the site operator while
performing the Weekly Station Checklist. 

2) Make absolutely certain that legible copies can be made if
necessary.

SENDING DOCUMENTATION:

1) The monitoring station operator has the option of either generating
two copies of both the daily summaries and power failure log while
performing the weekly station check, or making photocopies of the
printouts generated during the site visit. A legible copy must be
forwarded to the DPC and the original must be maintained at the
monitoring station as a back-up in the event that the bi-monthly
data packet is lost, and as material for the station operator's
review of the Preliminary Monthly Data Report.

2) The original copy of each power failure log will be kept at the
station. Send a legible copy of each power failure log in the bi-
monthly packet to the DPC.

A.3.3 Strip Charts

Strip charts are considered to be the primary database for gaseous
pollutant monitors since they provide a graphical record of instrument
performance. The station operator will need to review and annotate strip charts,
noting power failures, abnormal hourly averages, unusual chart traces, etc.
Notes should be entered on the chart paper so as to not interfere with any chart
data recordings (see Figures A.3-3a and A.3-3b).

ACTIVITIES:

1) Cut and remove the chart paper at 2400 (midnight) on the 15th of the
month if you are preparing to send in the first bi-monthly data
packet, or at 2400 (midnight) on the last day of the month if you
are preparing to send in the second bi-monthly data packet. Make
certain that the recorder has enough paper to last until the next
scheduled station visit.

2) Annotate the beginning and end of each strip chart with the
following (as in Figures A.3-3a and A.3-3b):

 Operator's first initial and full last name;
 Station name;
 Chart Begins: (Date and Local Standard Time);
 Chart Ends: (Date and Local Standard Time);
 The equation used to determine ppm concentrations from % chart

readings; and
 If applicable, indicate which colors correspond to what

parameters (O3, SO2, etc.) if the strip charts are multi-pen.

3) Annotate the date at the beginning and end of each 24-hour segment
of the strip chart (see Figure A.3-3b). The starting time of the
daily automatic Zero and Span should provide a good time reference.

 
4) Review the strip chart trace and identify all power failures listed

on the power failure logs on the strip chart (see Figure A.3-2).
NOTE  ANY  POWER  FAILURES  AND  ANY  PERIODS  WHERE  THE  ACTUAL  TIME
DISAGREES WITH THE TIMES PRE-PRINTED ON THE CHART PAPER.
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Figure A.3-3a. Sample Annotated Strip Chart Segment.
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Figure A.3-3b. Sample Annotated Strip Chart Segment.
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Figure A.3-4. Sample Abnormal Strip Chart Traces.
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The strip charts must be clearly annotated to document all power failures
and to chart data logger comparisons, station checks, and any event which
may lead to data invalidation. Abnormal chart traces, such as those shown
in Figure A.3-4, must be reported immediately to the OSC.

A.3.4 Weekly Ozone Zero/Span/Precision Check Forms (ZSP Forms) and
 Maximum Hourly Average Concentration Verification Forms

Note: The Odessa data logger is programmed to report ozone data in parts
per billion (ppb). NPS SOPs and other report documents were
developed to report air quality parameters in parts per million
(ppm). Where data is reported in ppb, the station operator will
need to convert it to ppm by dividing all data values by 1000 before
transfer to any data validation or calibration form (i.e., 58 ppb =
0.058 ppm).

A.3.4.1 Weekly Ozone Zero/Span/Precision Check Forms

The results of the automatically activated Zero, Span, and Precision Events
and the strip chart recorder's responses to these events are recorded on the
Weekly Ozone Zero/Span/Precision Check Form (ZSP Form) by the station operator.
The automatic Precision Event is usually performed on Tuesday. The purpose of
the ZSP Form is to compare the strip chart values to the data logger values as
part of preliminary data validation for that 24-hour period.

Daily Zero and Span Events are automatically activated. Weekly (usually
Tuesdays) Precision Events are automatically activated. A review of the
following automatic calibration events is performed:

 Zero (Daily)
Recorded as ZERO/SPAN ZERO ACTUAL (parameter OZONE for analyzer and
O3 CAL for calibrator) in the CALIBRATION RESULTS section of the
Odessa Daily Summary.

 Precision Check (Weekly)
Recorded as ZERO/SPAN SPAN1 ACTUAL (parameter OZONE for analyzer and
O3 CAL for calibrator) in the CALIBRATION RESULTS section of the
Odessa Daily Summary.

 Span (Daily)
Recorded as ZERO/SPAN SPAN2 ACTUAL (parameter OZONE for analyzer and
O3 CAL for calibrator) in the CALIBRATION RESULTS section of the
Odessa Daily Summary.

Note: A Daily Summary is a list of the hourly averages obtained
from the Odessa data logger for all monitored parameters and
calibration results, for one 24-hour period.

ACTIVITIES:

The station operator is required to perform the following activities:

1) Complete the ZSP Form (see Figure A.3-5).

Note: The forms within Sub-section A.3.4 have been completed using
data from the example strip charts and Daily Summary found
within this SOP.

2) Review the Calibration Summary results for each day and verify the
following:

- OZONE, O3 CAL, AND SO2 ZERO ACTUAL results are ±0.010 ppm of
0.000
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- O3 CAL SPAN2 ACTUAL results are between 0.350 and 0.450

- OZONE SPAN2 ACTUAL results are ±0.040 of O3 CAL SPAN2 ACTUAL

If you have any questions about determining the acceptability of
Precision checks, please refer to Section D or call the OSC.

3) Since it is not practical to make photocopies of all strip charts,
it is necessary for the station operator to complete the forms
according to the following procedures. These procedures require the
operator to compare three data points (Zero, Span, and Precision)
for one day each week (usually Mondays) between the data logger and
the strip chart record. In doing so, the "traceability link" is
established between the strip chart and the Daily Summary printed
from the data logger.

 On the Daily Summary, locate the calibration results for OZONE
and O3 CAL and transcribe the ZERO, SPAN1, and SPAN2 ACTUAL
values in the corresponding space provided on the ZSP Form.

 From the strip chart record, find the automatically activated
Zero and Span check that corresponds with the weekly Precision
check (usually on Mondays). Record the last five (5) minute's
average chart traces for the Zero, Precision, and Span Event
checks on the ZSP Form under the CHART % column (see Figure A.3-
5). 

 Calculate the pollutant concentration using the chart % to ppm
formula of the last 5 minutes of the event's chart trace and
record the resulting concentration under the CHART PPM column of
the ZSP Form. The calculated chart concentration must be within
±0.008 ppm of the data logger averaged concentration.

 If the calculated strip chart concentrations vary from the data
logger concentrations by more than ±0.008 ppm, if Span chart
traces are irregular and/or out of the prescribed limits, or if
abnormal strip chart traces are noted during the review and
annotation of the strip charts (see examples in Figure A.3-4),
please notify the OSC so the problems may be corrected.

SENDING DOCUMENTATION:

The ZSP Form will be maintained for the duration of the monitoring program
with photocopies forwarded to the DPC promptly on a bi-monthly schedule as
part of the bi-monthly data packet. The original of each form is
maintained at the station.

A.3.4.2 Maximum Hourly Average Concentration Verification Forms

The purpose of the Maximum Hourly Average Concentration Verification Form
is to compare the maximum hourly average concentration recorded by the data
logger with the maximum hourly average concentration traced by the strip chart
recorder for each 24-hour period. The station operator is encouraged to make
comments regarding the validity of the data on this form.

ACTIVITIES:

The station operator is required to perform the following activities:

1) Complete the Maximum Hourly Average Concentration Verification Form
(see Figures A.3-6, with columns a through e). 
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1a) Review the Odessa Daily Summaries.

 Review all of the daily summaries following the guidelines in
the attached "What to Look for on Daily Summaries" guide (see
Table A.3-1, page 15 in this section). Document unusual
conditions in the station log book and notify the OSC.

 Review each Daily Summary to locate the highest hourly average
and hour of occurrence. It may be helpful to underline or
highlight the highest hourly average on the daily summaries.
If there are several identical hourly averages occurring on the
same day, use the first average. DO NOT USE HOURS WITH B, C,
F, <, or D DATA FLAGS. Record the highest hourly average
(column a of the form) and hour of occurrence (column b of the
form) for each day of the monitoring period on the Maximum
Hourly Average Concentration Verification Form. 

1b) Review and Annotate Strip Charts.

Figure A.3-3b (page 7 of this section) shows an example of how to
annotate the maximum hourly average results on the strip chart.

 It is important to remember that the Odessa data logger
averages data at the end of each hour. For example, data noted
as "hour 03:00" was collected between 02:00 and 02:59. On the
strip chart, locate and annotate the hour of chart trace that
corresponds to the highest hourly average and hour of
occurrence for each day recorded on the Maximum Hourly Average
Concentration Verification Form.

 Record the average chart trace for that hour on the Maximum
Hourly Average Concentration Verification Form (column c of the
form) and on the strip chart.

 Calculate the pollutant concentration from the average chart
trace (column c of the form) for each day of the monitoring
period. The chart to ppm conversion equation to be used is:

      chart % - analyzer Zero value in chart % = concentration
             200 in ppm

Record the result on the Maximum Hourly Average Concentration
Verification Form (column d of the form) and on the strip
chart.

 Verify that the calculated chart concentration for each day is
within ±0.008 ppm of the data logger maximum hourly
concentration.

 Again, make any appropriate notes about the acceptability of
the data in the comments (column e of the form).

SENDING DOCUMENTATION:

The Maximum Hourly Average Concentration Verification Form must be
maintained for the duration of the monitoring program with photocopies
forwarded to the DPC promptly on a bi-monthly schedule as part of the bi-
monthly data packet. The originals of each form are maintained at the
station.
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WEEKLY ZERO/SPAN/PRECISION CHECK FORM
(ZSP FORM)

STATION:                                      OPERATOR:                       

FORMULA USED TO CALCULATE O3 PPM FROM CHART %:                                   
 

FORMULA USED TO CALCULATE SO2 PPM FROM CHART %:                                  

  WEEK:            DATE:                           

ZERO CHART % CHART
PPM

SPAN1
(PRECISION)

CHART % CHART
PPM

SPAN2 CHART % CHART
PPM

SO2

OZONE

O3 CAL

  WEEK:           DATE:                           

ZERO CHART % CHART
PPM

SPAN1
(PRECISION)

CHART % CHART
PPM

SPAN2 CHART % CHART
PPM

SO2

OZONE

O3 CAL

  WEEK:           DATE:                           

ZERO CHART % CHART
PPM

SPAN1 CHART % CHART
PPM

SPAN2 CHART % CHART
PPM

SO2

O3

CAL

RANGES OF ACCEPTABLE VALUES

ZERO SPAN1 SPAN2

SO2 ±0.010 ppm Between 0.081 and 0.099 ppm ±0.040 ppm

OZONE ±0.010 ppm CAL PRECISION ±10% CAL SPAN ±0.040 ppm

O3 CAL ±0.010 ppm 0.080 to 0.100 ppm 0.350 to 0.450 ppm

Strip Chart
(Chart ppm)

O3 ZERO ±0.008 ppm O3 PRECISION ±0.008 ppm O3 SPAN ±0.008 ppm

Figure A.3-5. Example Weekly Zero/Span/Precision Check Form (ZSP Form) for 
Bi-Monthly Mailing.
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MAXIMUM HOURLY AVERAGE CONCENTRATION VERIFICATION FORM; DAYS 1-15

PARAMETER:           FORMULA USED TO CALCULATE PPM FROM CHART %                                          

MONTH/YEAR:                      STATION:                             

OPERATOR:                     COMPLETED BY:                       

DATE MAX ODESSA HOUR AVG*
CORRESPONDING
HOUR CHART %

AVG.
(c)

CHART PPM*

(d)
COMMENTS CONCERNING DATA VALIDATION

(e)
PPM#
(a)

HOUR
(b)

1

2

3

4

5

6

7

8

9

10

11
12
13
14
15

NOTES: Do NOT include hours with flags: B, C, D, F, and <.

* Calculated chart concentration must be within ±0.008 ppm of data logger value.

# PPB ÷ 1000 = PPM

     Figure A.3-6a. Example Maximum Hourly Average Concentration Verification Form;
                     Dates: 1-15.
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MAXIMUM HOURLY AVERAGE CONCENTRATION VERIFICATION FORM; DAYS 16-31

PARAMETER:             FORMULA USED TO CALCULATE PPM FROM CHART %                       

MONTH/YEAR:                      STATION:                             

OPERATOR:                     COMPLETED BY:                       

DATE
MAX ODESSA HOUR AVG*

CORRESPONDING
HOUR CHART %

AVG.
(c)

CHART PPM*

(d)
COMMENTS CONCERNING DATA VALIDATION

(e)
PPM#
(a)

HOUR
(b)

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

NOTES: Do NOT include hours with flags: B, C, D, F, and <.
  

* Calculated chart concentration must be within ±0.008 ppm of data logger value.

# PPB ÷ 1000 = PPM

    Figure A.3-6b. Example Maximum Hourly Average Concentration Verification Form;
                    Dates: 16-31.
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Table A.3-1. What to Look for on Daily Summaries.

OZONE VALUES > 0.125 ppm OR < 0.010 ppm -
Indicate exceedances of the ozone standard or abnormally low values.

NEGATIVE NUMBERS -
Are atypical for ozone, sulfur dioxide, wind speed, wind direction, solar
radiation, rainfall.

FLUCTUATING VALUES -
Ozone values normally do not change by more than 0.030 ppm from one hour to the
next.

WDR - Steady values or continuous Zero (0) or Span (360) values are atypical.

WSP - Steady values or continuous Zero (0.0 or Span (25 m/s or 50 mph) are atypical.

SCAWS - Should always be > VWS.

TEMP - Steady values or continuous Zero (-50.0) and Span (+50.0) values are atypical.

SOL RAD - Look for diurnal values; low at night and highest during mid-day. Summer
maximum values should be > winter values.

RAIN - Look for data flags - should be no flags.

STP - This measures shelter temperature, which must be 20-30°C (19.4 to 30.6°C);
values should change slowly.

CALIBRATION SUMMARY:

OZONE ZERO ACTUAL = ±0.010 FROM ZERO
O3 CAL ZERO ACTUAL = ±0.010 FROM ZERO
OZONE SPAN1 ACTUAL within 0.010 ppm of CAL LEVEL 1 ACTUAL.
O3 CAL SPAN1 ACTUAL = O3 CAL ZERO ACTUAL = 0.080 TO 0.100.
OZONE SPAN2 ACTUAL = ±0.040 of O3 CAL SPAN2 ACTUAL
O3 CAL SPAN2 ACTUAL = 0.350 to 0.450
SO2 ZERO ACTUAL = ±0.010 FROM ZERO
SO2 SPAN1 ACTUAL = ±0.010 OF EXPECTED VALUE
SO2 SPAN2 ACTUAL = ±0.040 OF EXPECTED VALUE
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A.3.5 Daily Summaries

Since error-free data transmission cannot be guaranteed through telephone
lines, it is essential that the daily summaries be generated by the station
operator while they are at the monitoring site. 

Only when instructed to do so by the OSC under unusual circumstances,
which include printer failure or when environmental conditions
prohibit site access, should data be polled by the station operator
via modem communications. 

The validation process requires that the polled data be compared to strip charts
and to daily summaries generated on-site (see Figure A.3-7, Sample Daily
Summary). 

ACTIVITIES:

The Daily Summaries are printed by the station operator while he/she
performs the procedures outlined in the Odessa data logger's Weekly
Station Checklist (see Figure B.1.1-1). Although the DPC polls daily
summaries from monitoring sites having telephones on a daily basis, and
sites without telephones on a weekly basis, the polled data is in raw form
and must be validated prior to its release and use. Most modems used in
the polling of this data are equipped with error controlling devices which
assist in establishing error-free data transmission. These devices are
commonly called Error Control Modules (ECMs).

SENDING DOCUMENTATION:

Each original Daily Summary must be kept at the station. Send a legible
copy of each Daily Summary in the bi-monthly packet to the DPC. 

A.3.6 Weekly Station Checklist

Weekly Station Checklists are completed for each instrument at the
monitoring site at least weekly. More frequent checks may be required to
document abnormal conditions, such as instrument malfunctions or to assist in the
validation of unusually high data events. 

Weekly station checks should not be performed during periods of data
collection which exceed National Ambient Air Quality Standards
(NAAQS) (0.12 ppm for ozone), but should be postponed and performed
immediately after the air pollution episode).

ACTIVITIES:

1) Weekly Station Checklists, along with accompanying detailed procedures
for the specific instruments at each station, are included in Section
B. When checks of specific station equipment are not within
normal/expected ranges, these occurrences should be starred (*) on the
checklist and appropriate comments should be added to the station log.

2) While completing the Odessa Data Logger Weekly Station Checklist, the
following documents will be generated:

 Daily Summaries
 Power Failure Logs

3) A station check should be performed each site visit or at a minimum of
once per week.
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10:00:33 0345 01 BNP 168 12/10/92
==============================================================*****
          01 02 03 04 05 06 07 08
CHAN RAIN WDR WSP TEMP DELTMP RELHUM OZONE O3 CAL SD1
UNITS INCHES DEG M/S DEG C DEG C % PPB PPB DEG 
FSCL 10.00 360 50.0 50.0 7.00 100.0 500 1000 99.9 
ZERO 0.00 0 0.0 -50.0 -3.00 0.0 0 0 00.0 
==============================================================*****
01:00 0.00 240 0.3 -5.9 0.62 89.0 51 00 52.2 
02:00 0.00 201 0.3 -6.4 0.69 90.3 55 00 54.2 
03:00 0.00 152 0.3 -6.6 0.67 90.0 62 00 52.5 
04:00 0.00 227 0.3 -7.0 0.67 91.1 63 00 67.0 
05:00 0.00 202 0.3 -6.6 0.58 91.1 67 00 52.0 
06:00 0.00 188 0.4 -6.7 0.50 91.1 70 00 51.8 
07:00 0.00 97 0.2 -6.0 0.48 90.1 75 00 67.0 
08:00 0.00F 209F 0.3F -6.1F 0.57F 90.1F 70F 00F 49.4 
09:00 0.00 41 0.2 -5.6 0.60 86.0 70 00 53.3 
10:00 0.00 210 0.5 -4.8 0.60 87.0 72< 00 25.9 
11:00 0.00 201 1.0 -2.1 0.34 77.0 65D 00 19.9 
12:00 0.00 243 0.9 0.5 0.41 62.2 66 00 22.5 
13:00 0.00 268 0.6 2.1 0.39 57.5 66 00 39.6 
14:00 0.00 31 1.1 2.7 0.14 55.9 68 00 34.5 
15:00 0.00 04 1.1 3.1 0.17 55.1 57 00 45.9 
16:00 0.00 343 1.0 3.6 0.21 56.3 51 00 51.3 
17:00 0.00 53 0.8 3.5 0.53 55.2 65 00 45.2 
18:00 0.00 48 0.6 3.1 0.99 55.2 83 00 41.4 
19:00 0.00 07 1.2 2.2 0.36 63.9 85 00 43.2 
20:00 0.00 14 1.3 -0.2 0.07 82.9 107 00 48.9 
21:00 0.00 347 1.1 -0.6 0.12 79.2 70 00 54.4 
22:00 0.00 05 0.9 -1.3 0.11 85.0 31C 00< 57.4 
23:00 0.00 23 0.6 -1.5 0.08 79.7 30C 00C 64.5 
24:00 0.01 10 1.2 -2.1 0.06 88.7 35 00 50.9 

SUMMA 0.01 ------ 0.7< -2.1< 0.41< 77.2< 64< 00<

==========================================
          09 10 11 12 13 
CHAN SOLRAD FLOW SCAWS WETNES STP
UNITS W/M2 LPM M/S ON/OFF DGC
FSCL 1396 9.04 50.0 1.00 100.0
ZERO 0 0.21 0.0 0.00 .0
==========================================
01:00 01 2.99 0.4 0.01 21.9 
02:00 01 2.99 0.5 0.01 21.7 
03:00 01 2.99 0.5 0.01 21.7 
04:00 01 2.99 0.5 0.01 21.7 
05:00 01 2.99 0.7 0.01 21.7 
06:00 01 2.99 0.6 0.01 21.8 
07:00 01 2.99 0.8 0.01 21.8 
08:00 01F 2.99F 1.0F 0.01F 21.5F
09:00 23 2.99 0.6 0.01 21.6 
10:00 42 2.99 0.6 0.01 21.7 
11:00 272 2.99 1.0 0.01 21.8 
12:00 383 2.99 0.9 0.01 22.6 
13:00 388 2.99 1.0 0.21 23.5 
14:00 199 2.99 1.3 0.01< 24.6 
15:00 168 2.99 1.5 0.01 24.7 
16:00 78 2.99 1.4 0.01 23.7 
17:00 37 2.99 1.0 0.01 23.5 
18:00 07 2.99 1.0 0.01 23.3 
19:00 01 2.99 1.6 0.01 22.9 
20:00 01 2.99 1.7 0.01 22.7 
21:00 01 2.99 1.8 0.01 22.1 
22:00 01 2.99 1.5 0.01 22.1 
23:00 00 2.99 1.3 0.01 22.1 
24:00 01 2.99 1.5 0.01 22.2 

SUMMA 67< 2.99< 1.0< 0.02< 22.4<

                         CALIBRATION RESULTS
ZERO/SPAN PARAMETER START STOP DAY ACTUAL EXPECTED TYPE
  ZERO 07 OZONE 22:30 22:45 0040 -01 00 I
  SPAN1 07 OZONE 21:30 22:00 0040 89 90 I
  SPAN2 07 OZONE 22:00 22:30 0040 403 400 I
  ZERO 08 O3 CAL 22:30 22:45 0040 04 00 I
  SPAN1 08 O3 CAL 22:00 22:30 0040 90 90 I
  SPAN2 08 O3 CAL 22:00 22:30 0040 408 400 I

Figure A.3-7. Sample Daily Summary.
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SENDING DOCUMENTATION:

1) Maintain the original of each Weekly Station Checklist at the station.
Mail a copy of the Weekly Station Checklists in the bi-monthly packet
to the DPC.

2) In the event that five site visits are scheduled within one month
or if a non-scheduled site check is performed, the Weekly Station
Checklists have columns for three visits. Two Weekly Station
Checklists will be mailed to the DPC per month.

A.3.7 Calibration Forms

A multipoint calibration is performed on a monthly basis with no changes
in the sample line configuration. If the calibration is required as a result of
Span drift, however, a sample line integrity check (SLIC) will be required.

Please perform SLICs only under the direction of OSC personnel.

If the slope between the calibrator and the ozone analyzer is between 0.90 and
1.10, no SLIC is required.

The sequence of events for performing a multipoint calibration is as
follows:

   CAL POINT PPM RANGE
1. ZERO
2. high value (concentration range between 0.380 and 0.420 ppm
3. mid-range value (concentration range between 0.150 and 0.200

ppm)
4. low range value (concentration range between 0.030 and 0.080

ppm)
5. ZERO

ACTIVITIES:

1) See Section E for the specific procedures to perform a multipoint
calibration.

SENDING DOCUMENTATION:

1) Ozone multipoint calibrations are required monthly. The calibration
should be performed on the first Tuesday of each month. Results of
all multipoint calibrations are called into the OSC for evaluation and
discussion.

2) If a multipoint calibration was performed, the original copy of each
form will be maintained at the station. Send a legible photocopy of
each form in the bi-monthly packet to the DPC.

A.3.8 Back-up Documentation

Should any of the data being mailed get lost or damaged, our only back-up
of the system is with the station operator. Hence, it is important to maintain
files of:

 Station Log Book Records
 Power Failure Logs
 Weekly Ozone Zero/Span/Precision Check Forms and 

Maximum Hourly Average Concentration Verification Forms
 Daily Summaries
 Weekly Station Checklists
 Multipoint Calibration Forms
 Transfer Standard Certification Information (if applicable)
 Performance Audit Data
 Site Systems Audit Data
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SECTION B MONITORING EQUIPMENT PROCEDURES AND TECHNICAL INSTRUCTIONS

Completed checklists assist the Data Processing Center (DPC) in determining
if the instruments at the station are operating within acceptable performance
limits. Although a great deal of information is accessible by polling the site
and communicating with the data logger, the station checklist documents operating
parameters, such as rotameter ball settings, which cannot be monitored by the
data loggers. Review of the station checklists enables the DPC to make decisions
whether to validate or to invalidate data. The Monitoring Operations Support
Contractor (OSC) uses the information to decide when to schedule station
calibration and maintenance visits. The information also aids in diagnosing
problems as they develop and minimizing instrument down-time and data loss.

It is the station operator's responsibility to complete the checklists for
each instrument at the monitoring station during the weekly station visit. 

Section B includes the following sub-sections:

 Section B.1 - Data Loggers

 Section B.2 - Station Calibrators

 Section B.3 - Ozone Analyzers

 Section B.4 - Continuous Sulfur Dioxide Analyzers

 Section B.5 - Meteorological Systems

 Section B.6 - Strip Chart Records, Printers, Modems and 
        Miscellaneous Equipment

The weekly station checklists are a condensed form of the written
procedures for station operations documentation. Experienced station operators
will probably be able to complete the checklists without referring to the written
procedures included in this section. These procedures may be used to clarify any
problems incurred during completion of the checklist or may be used as a step-by-
step guide for new and/or substitute station operators. As always, please feel
free to call monitoring support personnel whenever any problems or questions
develop at the station. A list of contacts is included in the Introduction
section (see Figure INTRO-3).
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B.1 DATA LOGGERS

Data loggers perform many essential functions for the ambient air quality
station and perform numerous tasks beyond simply "logging" or recording raw data.
Modern data loggers, along with necessary peripherals, such as keyboards/monitors
and modems, are often referred to as "Data Acquisition Systems." The data logger
provides the interface between the human operator and the electronic sensing
equipment.

The data logger performs the following duties:

 Measures the analog (and digital) outputs of sensors or an analyzer.

 Converts measured values into "engineering units", i.e., parts per
million (ppm) or meters per second (m/s).

 Computes user-defined averages (typically 5 minute and hourly) and
stores these averages for subsequent retrieval.

 Automatically annotates recorded values with status flags to
indicate the condition of a recorded value, such as an instrument
under calibration, temperature out-of-range, or others.

 Monitors recorded values for out-of-range conditions and activates
an alarm or other signal if desired.

 Tracks and logs internal functions, such as power failures, operator
entered messages, digital errors, and others.

 Provides digital outputs to calibrators or other peripheral devices
to control functions, such as automatic calibrations, on a pre-
programmed basis.
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B.1.3 Odessa DSM 3260 Data Logger

PROCEDURES

B.1.3.1 Sign-in in the NPS Ozone station log book. Have a set of
Weekly Station Checklist sheets ready (see Figure B_3_1-1).
Up to three station checks may be recorded on one station
checklist. Record the time, and summarize the weather
conditions for the past week in the station log book. Record
your first initial and last name, the Odessa serial number,
and the calendar date on the weekly station checklist.

 Turn on the keyboard (the switch is near the back on the right
side). The keyboard will print various messages on the
screen, and then will ask for the "current time" and the
"current date." Our operations do not require the correct
terminal time, so you may bypass the question by pressing
<Enter>. The keyboard will display a "welcoming screen."
Press F1 to start up, and press CAPS LOCK. 

B.1.3.2 Record the time from the data logger display on the station
checklist. Do the following procedure:

KEYBOARD DISPLAY OPERATOR KEY-IN
T

TIME IS HH:MM:SS JDAY SITE NAME MM/DD/YY

The Odessa time, Julian date, site name, and month/day/year in
the above format will be displayed. Datalogger time should
be within five minutes of the correct local standard time.
Verify the correct time by calling 303-499-711 (Coordinated
Universal Time) or by another authoritative standard. If the
data logger time needs adjustment, the data logger must first
be put into "Playback" mode. Proceed as follows: 

KEYBOARD DISPLAY OPERATOR KEY-IN
@N

* >HHMMSSJDAY <ENTER>

Y @

where HHMMSSJDAY are the correct hour, minute, seconds, and
Julian date (4 characters are necessary, i.e., 0365). The
data logger will respond with a "Y" if the entered format is
correct. The data logger will return to "Data Collection"
mode after entering the @ symbol (and no other characters) or
if the system does not receive any characters after 3 minutes.
Verify the time and date are correct, and indicate that a data
logger time change was necessary on the station checklist and
also record the data logger time corrections in the station
logbook.

B.1.3.3 Print a power failure log. To print any data or information
from the Odessa, simply turn the printer power "ON." This
will direct all keystrokes and data logger responses to both
the terminal display and the printer. To print this log, type
"F." Included with recent power failures, the Odessa logs the
times the data logger was in "Playback" mode. The ten most
recent occurrences of these conditions will be printed.
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  STATION:                   
  WEEKLY STATION CHECKLIST
  SECTION B.1.3 ODESSA DSM 3260 DATA LOGGERS

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

B.1.3.1 SITE OPERATOR

          ODESSA SERIAL NUMBER

          CALENDAR DATE

B.1.3.2 UNADJUSTED ODESSA TIME (IF DIFFERENCE IS GREATER
          THAN 5 MINUTES, NOTIFY THE OSC.)

          LOCAL STANDARD TIME

          ODESSA TIME ADJUSTED? (Y/N)

B.1.3.3 POWER FAILURE LOG GENERATED?

B.1.3.4 DAILY SUMMARIES GENERATED?
          (NOTE DATES IN SITE LOG BOOK)

B.1.3.5 STP 20 TO 30°C ON DAILY SUMMARIES? (Y/N)

          THERMOSTAT ADJUSTMENT MADE? (Y/N)

B.1.3.6 CURRENT SHELTER TEMP (ODESSA STP)

          CURRENT THERMOMETER READING

          DIFFERENCE (< 1.5°C)

B.1.3.7 DAILY SUMMARIES REVIEWED? (Y/N)

B.1.3.8 MOST RECENT OZONE AND OZONE CAL ZERO
          ACTUAL VALUES. (BOTH VALUES SHOULD
          BE ±10 PPB.)*

O3 CAL O3 CAL O3 CAL

B.1.3.9 MOST RECENT OZONE AND OZONE CAL SPAN 1 (PRECISION)
          ACTUAL VALUES. (OZONE CAL SPAN 1 VALUE SHOULD BE
          BETWEEN 80 AND 100 PPB, AND OZONE SPAN 1 ACTUAL
          SHOULD BE ±10% OF OZONE CAL SPAN 1 ACTUAL.*)

O3 CAL O3 CAL O3 CAL

B.1.3.10 MOST RECENT OZONE AND OZONE CAL SPAN 2 (SPAN)
          ACTUAL VALUES. (OZONE CAL SPAN 2 VALUE SHOULD BE
          BETWEEN 350 AND 450 PPB, AND O3 CAL SPAN 2
          ACTUAL VALUE SHOULD BE ±40 PPB OF THE CAL VALUE.)*

O3 CAL O3 CAL O3 CAL

 * If values are not within acceptable ranges, notify the OSC.

  Figure B.1.3-1. Sample Odessa 3260 Data Logger Weekly Station Checklist.
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B.1.3.4 Print Daily Summaries. The daily summaries from the previous
week are printed each Tuesday. Advance the printer paper to
the top of the page, turn on the printer, make sure it is on-
line, and begin printing the daily summaries by entering the
number of days previous for the first summary you want to
print. For example, for last Tuesday's summary, press 7 (for
7 days ago). Repeat for each day until the summaries for the
past week are printed.

  Once the daily summaries and power failure log are printed,
deactivate (take off-line) the printer. Record the dates of
the printed summaries in the log book and check off on the
checklist.

NOTE: A copy of each daily summary must be sent to the DPC and
a copy must remain at the monitoring station. The site
operator has the option of either generating two copies
of each daily summary and power failure on-site, or
photocopying the originals and retaining the copy for
the monitoring site files. Please make certain that all
copies are completely readable.

B.1.3.5 Scan the shelter temperature (STP) column on the daily
summaries and verify that the station temperature remained
between 20 and 30 degrees. EPA instrument equivalency
designation requires gaseous pollutant analyzers (SO2 and O3)
to be operated within this range and data collected when STPs
were out of this range must be invalidated. 

If the shelter temperature has fallen outside the required
range, note in the log book that the corresponding data must
be invalidated and make the appropriate thermostatic
adjustments.

B.1.3.6 Check the current shelter temperature by performing the
following:

KEYBOARD DISPLAY OPERATOR KEY-IN
U

HH:MM .01 225 4.1 17.5 -2.48 37.9 48 00

HH:MM 495 2.97 4.7 0.01 25.4

The current shelter temperature will appear in the 13th data
record (shown in bold above). Record the current shelter
temperature on the station checklist. Record the value of
the shelter mercury thermometer. The shelter mercury
thermometer should be located near the quality assurance
monitor (QAM) where the STP value is measured. Subtract the
two values and record the difference on the station
checklist. If the difference is greater than 1.5°, call the
OSC for assistance. 
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B.1.3.7 Review the daily summaries that you just printed. Report any
unusual hourly averages to the OSC. For a list of "What to
look for on Daily Summaries", see Section A-2, page 15.

B.1.3.8 Review the "CALIBRATION RESULTS" section of the daily
summaries that were just generated (see Figure B.1.3-2).
Verify that the most recent ZERO/OZONE/ACTUAL and ZERO/O3
CAL/ACTUAL were between -10 and 10 ppb. If not, call the OSC.
Record these values on the Weekly Station Checklist.

B.1.3.9 Determine when the most recent precision check was performed
(previous Tuesday) and review the CALIBRATION RESULTS for that
day. Verify the SPAN1/OZONE/ACTUAL was between 80 and 100 ppb
and the SPAN1/O3 CAL/ACTUAL was within 10% of that value. If
not, call the OSC. Record these values on the Weekly Station
Checklist.

B.1.3.10 Verify the most recent SPAN2/OZONE/ACTUAL and SPAN2/O3
CAL/ACTUAL are between 350 and 450 ppb and the O3/ACTUAL is
within 10% of the O3 CAL/ACTUAL. If not, call the OSC.
Record these values on the Weekly Station Checklist.
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B.2 STATION CALIBRATORS

All measuring devices need to be referenced to an authoritative standard.
This provides the end user confidence that the recorded values were measured
accurately and that other comparative data sets are also collected with similar
accuracy.

Station calibrators are capable of consistently reproducing calculated or
measured amounts of the substance to be measured and presenting that quantity
(known ppm of ozone) to the measuring device (analyzer).

Station calibrators for ozone consist of a zero air supply, an ozone
generator, and an ozone photometer (analyzer). In standard practice, the station
calibrator stands by, inactive, but in a ready mode, waiting for a command from
the data logger to output zero air or a known concentration of ozone. These
commands may be pre-programmed or timed, or they may be the result of an
operator-initiated command.

All ozone calibrators in the NPS network have been modified to output two
adjustable concentrations of ozone. The "Span" refers to a concentration between
0.350 and 0.450 ppm. The "Precision" refers to a concentration between 0.080 and
0.100 ppm. Other concentrations may be obtained by making a mechanical
thumbwheel adjustment to the ozone generator control.
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B.2.1 Dasibi 1003-PC Ozone Calibrator/Transfer Standard 
 
PROCEDURES

B.2.1.1 Record the station name, operator name (first initial and full
last name), the instrument serial number, NPS property tag
number, and calendar date on the Weekly Station Checklist (see
Figure B.2.1-1). 

B.2.1.2 Verify that the power is on, the sample and calibrator pumps
are off, the ozone generator lamp is off, the "AUTO/MANUAL"
switch is in the "AUTO" position, and the function switch is
in "Operate."

B.2.1.3 Verify that the "MAN O3 ADJ" thumbwheel setting is in the SPAN
setting and the "AUTO O3 ADJ" thumbwheel setting is in the
PRECISION setting. Check the previous week's settings to
verify that they have not been changed. Record the settings
on the Weekly Station Checklist.

B.2.1.4 Turn on the calibrator pump and the sample pump by activating
Event 02 (Ozone Zero) by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? 02 <ENTER>

This turns the O3 column off-line. On the chart paper, write
"O3 off-line" along with the time, date, and your name.
Record the time that the event was activated on the Weekly
Station Checklist and in the Site Log Book.

NOTE: Immediately, the relays that activate the Dasibi 1003-PC
sample pump, calibrator pump, and pneumatic isolation
valve will be energized. This is evidenced by the
increase in the noise level in the monitoring shelter
with the activation of the pumps.

With the event activated by using the data logger, the
data for the O3 and CAL will be flagged with a "C"
suffix and the erroneous data generated as a result of
the following instrument checks will not be included in
the hourly average.

B.2.1.5 Verify that the calibrator pump flow meter reads approximately
5 lpm. Adjust if necessary noting the pre- and post-
adjustment values on the Weekly Station Checklist.

B.2.1.6 Verify that the sample flow meter reads 1.5 to 2.0 lpm
mid-ball. Adjust if necessary, and record the pre- and post-
adjustment values on the Weekly Station Checklist.

B.2.1.7 Turn the function switch from the "Operate" to the "Sample
Frequency" position. Observe the front panel display for a
minimum of one minute. Record the displayed value on the
Weekly Station Checklist. If the response is outside the
optimum sampling frequency of 40-48, notify the OSC. 
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    STATION:                                       
    WEEKLY STATION CHECKLIST            
    SECTION B.2.1 DASIBI MODEL 1003-PC CALIBRATOR

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

  B.2.1.1 SITE OPERATOR

INSTRUMENT SERIAL NUMBER

NPS PROPERTY NUMBER

CALENDAR DATE

  B.2.1.2 POWER ON? (Y/N)

SAMPLE PUMP SWITCH OFF? (Y/N)

CALIBRATOR PUMP SWITCH OFF?(Y/N)

OZONE CALIBRATOR LAMP SWITCH OFF?

AUTO/MANUAL SWITCH IN "AUTO"?

FUNCTION SWITCH IN "OPERATE"? (Y/N)

 B.2.1.3 "MAN O3 ADJ" THUMBWHEEL SETTING

"AUTO O3 ADJ" THUMBWHEEL SETTING

  B.2.1.4 EVENT 02 ACTIVATED @ LST

  B.2.1.5 UNADJUSTED CALIBRATOR PUMP ROTAMETER SETTING

ADJUSTED CALIBRATOR PUMP ROTAMETER SETTING
(>4.5 LPM)*

  B.2.1.6 UNADJUSTED SAMPLE PUMP ROTAMETER SETTING

ADJUSTED SAMPLE PUMP ROTAMETER SETTING 
(1.5-2 LPM)*

  B.2.1.7 SAMPLE FREQUENCY (40-48) ** (RECORD VALUE)

  B.2.1.8 CONTROL FREQUENCY (20-28) ** (RECORD VALUE)

  B.2.1.9 INSTRUMENT SPAN SETTING

  B.2.1.10 FUNCTION SWITCH RETURNED TO "OPERATE"? (Y/N)

  B.2.1.11 EVENT 02 DEACTIVATED @ LST (?)

* IF THE INSTRUMENT CANNOT BE ADJUSTED WITHIN RECOMMENDED LIMITS, CALL THE OSC IMMEDIATELY FOR
ASSISTANCE.

** IF THE FREQUENCIES ARE OUTSIDE OF THESE RANGES, NOTIFY THE OSC IMMEDIATELY, BEFORE MAKING ANY
ADJUSTMENTS.

    Figure B.2.1-1. Sample Dasibi Model 1003-PC Calibrator Weekly Station
                     Checklist.
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NOTE: No adjustments are to be made to the Dasibi 1003-PC ozone
calibrator by the station operator unless specifically
instructed to do so by the OSC (reference instruction in
the Site Log Book). Adjustments to the calibrator are to
be made only by the OSC during semiannual site visits.

B.2.1.8 Turn the function switch from the "Sample Frequency" to the
"Control Frequency" position and observe the front panel display
for a minimum of one minute. Record the displayed value on the
Weekly Station Checklist. If the response is outside the
optimum control frequency, 20-28, notify the OSC as noted above.

B.2.1.9 Turn the function switch from the "Control Frequency" position
to the "Span" position. Observe the display for a minimum of
one minute. Record the displayed value on the Weekly Station
Checklist. If the value has changed since the last site visit.

B.2.1.10 Return the function switch to the "Operate" position.

B.2.1.11 Once all checks on the Dasibi 1003-PC are complete, place the
appropriate columns back on-line by deactivating the Ozone Zero
which was activated in Step B.2.1.4. This is accomplished by
performing one of the following procedures:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? <ENTER>

DEACTIVATE WHICH EVENT(S) 02 <ENTER>

If you are not at the prompt (>), deactivate the Ozone Zero by
performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

DEACTIVATE WHICH EVENT(S) 02 <ENTER>

NOTE: Immediately all relays should be deactivated. This is
evidenced by the deactivation of the calibrator pump and
the sample pump. The monitoring shelter will now be
noticeably quieter. 

On the O3 chart paper, write "O3 on-line" along with the time
and date. Note in the Station Log Book when the channels were
brought back on-line. 



               NATIONAL PARK SERVICENATIONAL PARK SERVICE
             AIR QUALITY MONITORINGAIR QUALITY MONITORING
      STANDARD OPERATING PROCEDURESSTANDARD OPERATING PROCEDURES

Section B.2.2B.2.2

Title MONITOR LABS MODEL 8550 CALIBRATOR WITH MONITORMONITOR LABS MODEL 8550 CALIBRATOR WITH MONITOR
LABS 8810 TRANSFER STANDARDLABS 8810 TRANSFER STANDARD

Effective Date DECEMBER 1994DECEMBER 1994

AUTHORIZATIONS

TITLE NAME SIGNATURE

Originator

NPS COTR Ron Lawler Heavner

NPS QA Officer John D. Ray

Other

REVISION HISTORY

REVISION
NO.

EFFECTIVE
DATE CHANGE DESCRIPTION AUTHORIZATIONS

0.1 12/94 Correction in title at top of page 1. John F. Faust



   SECTION: B.2.2
   REVISION: 0.1
   EFFECTIVE: 12/94
   PAGE 1 OF 3

B.2.2 Monitor Labs Model 8550 Calibrator With Monitor Labs 8810 Transfer Standard

PROCEDURES

B.2.2.1 Record the site name, operator name (first initial and full
last name), the instrument serial number, the NPS property
number, and the calendar date on the Weekly Station Checklist
(see Figure B.2.2-1).

Note:  B.2.2.2 through B.2.2.6 apply to the ML 8810 transfer standard.

B.2.2.2 Verify that the power is on (the POWER switch and the ozone
concentration display should be illuminated).

B.2.2.3 Verify that the RANGE selector switch on the front of the ML
8810 ozone analyzer is in the 0.5 position (the RANGE light
should be illuminated).

B.2.2.4 Turn on the calibrator pump and the sample pump by activating
Event 02 (Ozone Zero) by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? 02 <ENTER>

This turns the O3 column off-line. On the chart paper, write
"O3 off-line" along with the time, date, and your name.
Record the time that the event was activated on the Weekly
Station Checklist and in the Site Log Book.

NOTE: Immediately, the relays that activate the ML 8810
transfer standard sample pump, calibration pump, and
pneumatic isolation valve will be energized. This is
evidenced by the increase in the noise level in the
monitoring shelter with the activation of the pumps.

With the event activated by using the data logger, the
data for the O3 and CAL will be flagged with a "C"
suffix and the erroneous data generated as a result of
the following instrument checks will not be included in
the hourly average.

B.2.2.5 Record the sample pump rotameter reading on the Weekly Station
Checklist. The reading should be between 0.5 to 0.7 lpm
mid-ball. Adjust if necessary. Record the results on the
Weekly Station Checklist.

B.2.2.6 Press the TEST switch on the front of the ML 8810 ozone
analyzer and record the instrument display outputs. Several
attempts will be necessary to record all of the values.

If the lamp voltage reading is outside of the 1.65 to 1.85
range, adjust the lamp voltage. Please contact the OSC for
assistance if necessary. If the lamp is adjusted, record the
adjusted lamp voltage value on the Weekly Station Checklist.
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Note:  B.2.2.7 through B.2.2.8 apply to the ML 8550 calibrator.

B.2.2.7 Verify the ML 8550 "Run" light is illuminated, the "ozone"
switch is in position 6, the "Zero Air" switch is in the Run
position, and the "Power" switch is on. Note on the station
checklist if they are not correct settings if necessary and
note any incorrect positions on the station checklist.

 
B.2.2.8 Verify that the ML 8550 "O3" flow meter indicates the

predetermined ball height setting. Adjust if necessary,
noting the pre- and post-adjustment values on the Weekly
Station Checklist.

B.2.2.9 Once all checks on the ML 8810 transfer standard and ML 8550
calibrator are complete, place the appropriate columns back
on-line by deactivating the Ozone Zero which was activated in
Step B.2.4. This is accomplished by performing one of the
following procedures:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? <ENTER>

DEACTIVATE WHICH EVENT(S) 02 <ENTER>

If you are not at the prompt (>), deactivate the Ozone Zero by
performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

DEACTIVATE WHICH EVENT(S) 02 <ENTER>

NOTE: Immediately all relays should be deactivated. This is
evidenced by the deactivation of the calibrator pump and
the sample pump. The monitoring shelter will now be
noticeably quieter. 

On the O3 chart paper, write "O3 on-line" along with the time
and date. Note in the Station Log Book when the channels were
brought back on-line. 
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STATION:                                      
WEEKLY STATION CHECKLIST
SECTION B.2.2 MONITOR LABS ML 8810 TRANSFER STANDARD WITH MONITOR

LABS ML 8550 CALIBRATOR

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

  B.2.2.1 SITE OPERATOR

INSTRUMENT SERIAL NUMBER

NPS PROP NUMBER

CALENDAR DATE

  B.2.2.2 POWER ON? (Y/N)

  B.2.2.3 RANGE 0.5? (Y/N)

  B.2.2.4 EVENT 02 ACTIVATED AT LST

  B.2.2.5 SAMPLE FLOW (0.5 - 0.7 LPM)

SAMPLE FLOW ADJUSTED (Y/N)

ADJUSTED FLOW RATE (0.5-0.7 LPM)*

  B.2.2.6 TEST MODE CHECK

A/D OK? (Y/N)

D/A OK? (Y/N) 

LAMP READING (1.65-1.85)

TMP VALUE

PR VALUE

AB VALUE

T/C = O6? (Y/N)

RG = 0.5? (Y/N)

OFST = 10? (Y/N)

       LAMP ADJUSTED? (Y/N)

FINAL LAMP VALUE (1.65-1.85) 
(OR NA)?

  B.2.2.7 "RUN" LIGHT ILLUMINATED, "OZONE"
SWITCH IN 6, ZERO AIR SWITCH IN RUN,
AND "POWER" SWITCH ON? NOTE IF NOT.

  B.2.2.8 UNADJUSTED ML 8550 "O3" FLOWMETER
SETTING.

ADJUSTED ML 8550 "O3" FLOWMETER
SETTING (OR NA)

* IF THE INSTRUMENT CANNOT BE ADJUSTED WITHIN RECOMMENDED LIMITS, CALL THE OSC IMMEDIATELY
FOR ASSISTANCE.

Figure B.2.2-1. Sample Monitor Labs ML 8810 Transfer Standard With
Monitor Labs ML 8550 Calibrator.
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B.2.5 Thermo Environmental Instruments (TECO) Series 146 Dilution System

PROCEDURES

B.2.5.1 Record the site name, operator name (first initial and full
last name) instrument serial number, NPS property tag number,
and calendar date on the Weekly Station Checklist (see Figure
B.2.5-1). 

B.2.5.2 Verify that the analyzer power is on. The "ON" switch on the
front panel should be illuminated. If the switch is not
illuminated, notify the OSC.

B.2.5.3 Record the position of the "REMOTE SWITCH" on the Weekly
Station Checklist (the switch should be in). Automatic
calibrations will not occur if the switch is out.

B.2.5.4 Ensure that the O3 is on and the gas switches (zero air, SO2,
O3, A, B, & C) are all out.

B.2.5.5 Record the zero air potentiometer setting on the Weekly
Station Checklist. The potentiometer is located inside the
door on the front of the instrument.

B.2.5.6 Record the gas potentiometer setting on the Weekly Station
Checklist. This is located inside the door on the front of
the instrument near the zero potentiometer.

B.2.5.7 Ensure the zero air and gas flow values are correct by
performing the following to activate an SO2 span event:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? 01 <ENTER>

With the event activated by using the data logger, the data
for the SO2, O3, and CAL will be flagged with a "C" suffix and
the erroneous data generated as a result of the following
calibrator checks will not be included in the hourly average.

Verify the zero air flow and the gas flow meter readings are
as designated by the OSC during the previous semiannual visit.
If necessary, adjust the thumbwheels until the meter readings
are at their designated values. Record all "as found" and
final readings on the Weekly Station Checklist. Deactivate
the SO2 span event by performing the following:
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   SITE:                     
   WEEKLY STATION CHECKLIST
   SECTION B.2.5 THERMO ENVIRONMENTAL SERIES 146
                  DILUTION SYSTEM CALIBRATOR

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

 B.2.5.1 SITE OPERATOR

          INSTRUMENT SERIAL NUMBER

          NPS PROPERTY NUMBER

          CALENDAR DATE

 B.2.5.2 POWER ON ? (Y/N)

 B.2.5.3 REMOTE SWITCH IN ? (Y/N)

 B.2.5.4 O3 & ALL GAS SWITCHES OUT ? (Y/N)

 B.2.5.5 ZERO POT SETTING

 B.2.5.6 SPAN POT SETTING

  As
Found Final

As
Found Final

As
Found Final

 B.2.5.7 ZERO AIR FLOW (LPM)

          GAS FLOW (SCCM)

 B.2.5.8 ZERO AIR THUMBWHEEL SETTING

 B.2.5.9 GAS THUMBWHEEL SETTING

 B.2.5.10 PRIMARY PRESSURE GAUGE READING

 B.2.5.11 SECONDARY PRESSURE GAUGE READING

 B.2.5.12 GAS CYLINDER S/N               

          DESIGNATED CONC.               

          CERTIFICATION DATE             

   Figure B.2.5-1. Sample Thermo Environmental (TECO) Series 146 Dilution
   System Calibrator Weekly Station Checklist. 
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TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? <ENTER>

DEACTIVATE WHICH EVENT(S)? 01 <ENTER>

B.2.5.8 Record the final zero air thumbwheel setting on the Weekly
Station Checklist. The thumbwheel is located on the front,
right hand side of the instrument.

B.2.5.9 Record the final gas thumbwheel setting on the Weekly Station
Checklist. The thumbwheel is located on the front, right hand
side of the instrument.

B.2.5.10 Record the primary pressure gage reading (the first gage on
the SO2 cylinder). If the pressure is less than 700 psig,
notify the OSC immediately so a replacement cylinder may be
ordered.

B.2.5.11 Record the secondary pressure gage reading (the second gage on
the SO2 cylinder). This value should be between 20 and 30
psig.

B.2.5.12 Record the cylinder serial number and designated tank
concentration on the Weekly Station Checklist. This
information can be found on the tag attached to the tank
output valve.
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B.3 OZONE ANALYZERS

Ozone analyzers are sophisticated electro-optical instruments that can
detect the presence and quantity of ozone in a sample of ambient air. All ozone
analyzers in the NPS network are "continuous" analyzers and measure and report
ozone concentrations continuously.

The ozone analyzers require EPA certification (provided by the
manufacturer) that specify measurement limits, operating temperature, and other
conditions to ensure accurate operation. The analyzers require routine
calibration checks (provided automatically by the station calibrator) and routine
operational parameter checks (performed by the station operator and recorded on
checklists. Maintenance is performed routinely during semiannual visits from OSC
personnel or on an as-needed basis by the station operator.
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0.1 12/94 Title correction on page 1, and removal of "&
CAL" on line B.3.1.12 of Figure B.3.1-1 and
Weekly Station Checklist for Dasibi Models
1003-AH, -PC, or -RS Ozone Analyzers. 

John F. Faust
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B.3.1 Dasibi Models 1003-AH, -PC, or -RS Ozone Analyzers

PROCEDURES
 

B.3.1.1 Record the site name, operator name (first initial and full
last name), instrument serial number, NPS property tag number,
and calendar date on the Weekly Station Checklist (see Figure
B.3.1-1). 

B.3.1.2 Verify that the power is on and the sample pump rotameter is
reading 1.5 to 2.0 lpm mid-ball. The desired setting should
be marked on the rotameter. Adjust the flow if necessary.
Record the pre- and post-adjustment results. Notify the OSC
if frequent adjustments are necessary. 

B.3.1.3 Verify that the function switch is in the "Operate" position.

B.3.1.4 Since the following instrument checks will affect the
instrument's analog voltage output, take the O3 column off-
line by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> (SHIFT) #

CODE: NPSAIR

DOWN WHICH COLUMN? ____ (for O3) <ENTER>

DOWN WHICH COLUMN? <ENTER>

Note on the strip chart and in the Site Log Book the time the
O3 column was taken off-line and verify that the SumX data
logger has flagged the data by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

VIEW WHICH COLUMN(S) ____ (for O3) <ENTER>

IN VOLTAGE OR ENGINEERING
UNITS (V/E)? E

A "D" should appear to the right of the values presented under
the O3 column indicating that the column has been taken off-
line or "downed."

Press ESCAPE <ESC> to return to the command mode and the ">"
cursor.

Record the time the O3 column was taken off-line on the
station checklist.
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SITE:                                      
WEEKLY STATION CHECKLIST
SECTION B.3.1 DASIBI MODELS 1003-AH, -PC, OR -RS OZONE ANALYZERS

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

B.3.1.1 SITE OPERATOR

          INSTRUMENT SERIAL NUMBER

    NPS PROP NUMBER

    CALENDAR DATE

B.3.1.2 POWER ON? (Y/N)

    SAMPLE FLOW (1.5-2 LPM)

    FLOW ADJUSTED? (Y/N)

    ADJUSTED FLOW RATE (1.5-2 LPM)*

B.3.1.3 SWITCH IN "OPERATE"? (Y/N)

B.3.1.4 O3 COLUMN OFF-LINE @ LST

B.3.1.5 UNADJUSTED SAMPLE FREQUENCY (40-48)

B.3.1.6 UNADJUSTED CONTROL FREQUENCY (20-28)

B.3.1.7 FREQUENCIES ADJUSTED?

B.3.1.8 ADJUSTED SAMPLE FREQUENCY (40-48)*

    ADJUSTED CONTROL FREQUENCY (20-28)*

B.3.1.9 INSTRUMENT SPAN SETTING

B.3.1.10 FUNCTION SWITCH RETURNED TO
          "OPERATE"?

B.3.1.11 SAMPLE LINE FILTER CHECKED?

    SAMPLE LINE FILTER REPLACED?

B.3.1.12 O3 COLUMN ON-LINE @ LST

NOTE: IF THE SAMPLE LINE FILTER WAS CHANGED, PROCEED.

B.3.1.13 O3 SPAN & ZERO ACTIVATED @ LST

    * IF THE INSTRUMENT CANNOT BE ADJUSTED WITHIN RECOMMENDED LIMITS, CALL
       OSC IMMEDIATELY FOR ASSISTANCE.

 Figure B.3.1-1. Sample Dasibi Models 1003-AH, -PC, or -RS Ozone Analyzers
                  Weekly Station Checklist.
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B.3.1.5 Turn the function switch from the "Operate" to the "Sample
Frequency" position. Observe the front panel display for a
minimum of one minute. Record the displayed value on the
Weekly Station Checklist. If the response is outside the
optimum sampling frequency of 40-48, an adjustment will be
necessary. See Paragraph B.3.1.7.

B.3.1.6 Turn the function switch from the "Sample Frequency" to the
"Control Frequency" position and observe the front panel
display for a minimum of one minute. Record the displayed
value on the Weekly Station Checklist. If the response is
outside the optimum control frequency of 20-28, an adjustment
will be necessary (see Paragraph B.3.1.7).

B.3.1.7 To make the frequency adjustments, the top of the analyzer
must be removed. Dasibis require an adjustment of the UV lamp
and/or the frequency detectors to change frequencies. Contact
the OSC or consult the Dasibi Operator's Manual for the proper
frequency adjustment procedures. Do not make any
potentiometer adjustments unless specifically instructed to do
so by the OSC. Reference the instructions in the Site Log
Book.

B.3.1.8 Record the adjusted sample and control frequency values on the
Weekly Station Checklist.

NOTE: If sample and/or control frequency adjustments are made,
be certain to check both frequency readings after the
adjustments.

B.3.1.9 Turn the function switch from the "Control Frequency" position
to the "Span" position. Observe the display for a minimum of
one minute. Verify that the displayed value is equal to that
denoted on the calibration seal affixed to the front of the
instrument.

B.3.1.10 Return the function switch to "Operate." 

B.3.1.11 Examine the in-line sample filter on a weekly basis for any
discoloration due to dirt. Replace the filter a minimum of
once every two weeks. Note the change on the Weekly Station
Checklist and in the Site Log Book. 

B.3.1.12 Once all checks on the Dasibi ozone analyzer are complete,
place the appropriate column back on-line by performing the
following:

  TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> U

UP COLUMN NUMBER? ____ (for O3) <ENTER>

UP COLUMN NUMBER? <ENTER>



   SECTION: B.3.1
   REVISION: 0.1
   EFFECTIVE: 12/94
   PAGE 4 OF 4

Verify the O3 column is on-line by performing the following:

     TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

     VIEW WHICH COLUMNS? ____ (for O3) <ENTER> 

     IN VOLTAGE OR ENGINEERING
     UNITS (V/E)? E <ENTER>

The "D" to the right of the concentration under the O3 column
should be replaced with a "P," which should be absent within
5 minutes. If not, repeat B.3.1.12. On the O3 chart paper,
write "O3 on-line" along with the time and date. Note in the
Site Log Book and on the Station Checklist when the channel
was brought back on-line.

NOTE: Following an O3 sample line filter change, a span check
is required to verify the integrity of the sampling
system and to condition the new filter. The following
paragraphs are to be completed following sample filter
replacement:

B.3.1.13 Activate a span event and zero event in sequence to condition
the new filter as follows: 

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENTS
IN SEQUENCE? ____ , ____, (for O3,

SPAN and ZERO) <ENTER>

B.3.1.14 Within a minute, the first event, the O3 SPAN, will activate
as indicated by the upscale deflection of the ozone strip
chart recorder.

B.3.1.15 With events ____ and ____ activated in sequence, event ____,
the O3 SPAN will run for approximately 30 minutes. After the
completion of event ____, event ____, O3 ZERO, will be
activated and will run for approximately 15 minutes.

B.3.1.16 Review the results of the span and zero events using the SumX
data logger "Z" command either by returning to the station, or
calling up the SumX data logger via telephone modem. If the
results are outside recommended limits, contact the OSC.
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B.3.2 Lear Siegler Model ML 8810 Ozone Analyzer

PROCEDURES

B.3.2.1 Record the site name, operator name (first initial and full
last name), the instrument serial number, the NPS property
number, and the calendar date on the Weekly Station Checklist
(see Figure B.3.2-1).

B.3.2.2 Verify that the power is on (the POWER switch and the ozone
concentration display should be illuminated).

B.3.2.3 Verify that the RANGE selector switch on the front of the ML
8810 ozone analyzer is in the 0.5 position (the RANGE light
should be illuminated).

B.3.2.4 Record the sample pump rotameter reading on the Weekly Station
Checklist. The reading should be between 0.5 to 0.7 lpm
mid-ball. Adjust if necessary. Record the results on the
Weekly Station Checklist.

B.3.2.5 Press the TEST switch on the front of the ML 8810 ozone
analyzer and record the instrument display outputs. Several
attempts will be necessary to record all of the values.

B.3.2.6 If the lamp voltage reading is outside of the 1.65 to 1.85
range, adjust the lamp voltage. Please contact the OSC for
assistance if necessary. If the lamp is adjusted, record the
adjusted lamp voltage value on the Weekly Station Checklist.

Note: Whether or not a lamp adjustment is needed, take the O3
column off-line for Step B.3.2.7 by performing the
following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> (SHIFT) #

CODE: NPSAIR

DOWN WHICH COLUMN ? ____ (for O3) <ENTER>

DOWN WHICH COLUMN ? <ENTER>

Note on the Weekly Station Checklist, on the strip
chart, and in the Site Log Book the time the O3 column
was taken off-line. Verify that the SumX data logger
has flagged the data by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

VIEW WHICH COLUMN(S) ____ (for O3) <ENTER>

IN VOLTAGE OR ENGINEERING
UNITS (V/E) ? E

A "D" should appear to the right of the values presented
under the O3 column indicating that the column has been
taken off-line or "downed."
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STATION:                                      
WEEKLY STATION CHECKLIST
SECTION B.3.2 LEAR SIEGLER ML 8810 OZONE ANALYZER

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

  B.3.2.1 SITE OPERATOR

INSTRUMENT SERIAL NUMBER

NPS PROP NUMBER

CALENDAR DATE

  B.3.2.2 POWER ON? (Y/N)

  B.3.2.3 RANGE 0.5? (Y/N)

  B.3.2.4 SAMPLE FLOW (0.5 - 0.7 LPM)

SAMPLE FLOW ADJUSTED (Y/N)

ADJUSTED FLOW RATE (0.5-0.7 LPM)*

  B.3.2.5 TEST MODE CHECK

A/D OK? (Y/N)

D/A OK? (Y/N) 

LAMP READING (1.65-1.85)

TMP VALUE

PR VALUE

AB VALUE

T/C = O.6? (Y/N)

RG = 0.5? (Y/N)

OFST = 10? (Y/N)

  B.3.2.6 O3 COLUMN OFF-LINE @ LST?

       LAMP ADJUSTED? (Y/N)

ADJUSTED LAMP VALUE (1.65-1.85) 
            (OR NA)?

  B.3.2.7 SAMPLE LINE FILTER CHECKED? (Y/N)

SAMPLE LINE FILTER REPLACED? (Y/N)

  B.3.2.8 O3 COLUMN ON-LINE @ LST?

  NOTE: IF THE SAMPLE LINE FILTER WAS CHANGED, PROCEED.

  B.3.2.9 O3 SPAN & ZERO ACTIVATED @ LST

* IF THE INSTRUMENT CANNOT BE ADJUSTED WITHIN RECOMMENDED LIMITS, CALL THE OSC IMMEDIATELY
FOR ASSISTANCE.

Figure B.3.2-1. Sample Lear Siegler Model ML 8810 Ozone Analyzer Weekly Station
                 Checklist.
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Press <ESC> to return to the command mode and the ">"
prompt.

B.3.2.7 Check the sample line filter. The filter should be changed at
least every 2 weeks or when noticeably dirty. Weekly filter
changes may be required.

B.3.2.8 Place the appropriate column back on-line by performing the
following:

  TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> U

UP COLUMN NUMBER? ____ (for O3) <ENTER>

UP COLUMN NUMBER? <ENTER>

Verify the O3 column is on-line by performing the following:

     TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

     VIEW WHICH COLUMNS? ____ (for O3) <ENTER> 

     IN VOLTAGE OR ENGINEERING
     UNITS (V/E)? E <ENTER>

The "D" to the right of the concentration under the O3 column
should be replaced with a "P," which should be absent within
5 minutes. If not, repeat B.3.2.7. On the O3 chart paper,
write "O3 on-line" along with the time and date. Note in the
Site Log Book and on the Weekly Station Checklist the time the
channel was brought back on-line. 

NOTE: Following an O3 sample line filter change, a span check
is required to verify the integrity of the sampling
system and to condition the new filter. The following
paragraphs are to be completed following sample filter
replacement:

Hit <ESC> to return to the ">" prompt.

B.3.2.9 Activate a span and zero in sequence to condition the new
filter as follows: 

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENTS
IN SEQUENCE ? ____ , ____, <ENTER>

(for the O3 SPAN and ZERO)
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B.3.2.10 Within a minute, the first event, the O3 span, will activate
as indicated by the upscale deflection of the ozone strip
chart recorder. Record the starting time of the O3 SPAN in
the Site Log Book, the Weekly Station Checklist, and the strip
chart.

B.3.2.11 With events ____ and ____ activated in sequence, event ____,
the O3 span, will run for approximately 30 minutes. After the
completion of event ____, event ____, the O3 zero, will be
activated and will run for approximately 15 minutes, at which
time it will shut off automatically.

B.3.2.12 Review the results of the span and zero events using the SumX
data logger "Z" command either by returning to the station, or
calling up the SumX data logger via telephone modem. If the
results are outside recommended limits, contact the OSC.
(Recommended limits are between 0.350 and 0.450 ppm, with the
difference between the CAL LEVEL 5 ACTUAL and O3 LEVEL 5
ACTUAL no greater than ±0.040 ppm.)
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B.3.3 API Model 400 Ozone Analyzer
 
PROCEDURES

B.3.3.1 Record the site name, operator name (first initial and full
last name), instrument serial number, NPS property tag
number, and calendar date on the Weekly Station Checklist
(see Figure B.3.3-1). 

B.3.3.2 Verify that the power is on and that the green sample light
is illuminated. Scroll through the TEST button, recording
each of the parameters as they appear on the message portion
of the LCD. If these parameters are out of prescribed ranges
(the ranges in parenthesis in Figure B.3.3-1), call the OSC
before attempting any adjustments.

B.3.3.3 Since the following instrument checks will affect the
instrument's analog voltage output, take the O3 column off-
line by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> (SHIFT) #

CODE: NPSAIR

DOWN WHICH COLUMN ? 01 (for O3) <ENTER>

DOWN WHICH COLUMN ? <ENTER>

Note on the strip chart and in the Site Log Book the time the
O3 column was taken off-line and verify that the SumX data
logger has flagged the data by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

VIEW WHICH COLUMN(S) ____ (for O3) <ENTER>

IN VOLTAGE OR ENGINEERING
UNITS (V/E) ? E

B.3.3.4 If any test parameters have been adjusted, list those
parameters.

B.3.3.5 Return setup/test button to setup position by depressing
once.

B.3.3.6 Examine the in-line sample filter on a weekly basis for any
discoloration due to dirt. Replace the filter a minimum of
once every two weeks. If the filter needs replacing, use the
tweezers provided to avoid direct handling of the filter.
Note the filter change on the Weekly Station Checklist and in
the Site Log Book. 

B.3.3.7 Following an O3 sample line filter change, a span check is
required to verify the integrity of the sampling system and
to condition the new filter.

After an in-line teflon filter is replaced, initiate
span/zero events with the SumX data logger "C" command by
performing the following:
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SITE:                                      
WEEKLY STATION CHECKLIST
SECTION B.3.3 API MODEL 400 OZONE ANALYZER 

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

 B.3.3.1 SITE OPERATOR

          INSTRUMENT SERIAL NUMBER

          NPS PROP NUMBER

          CALENDAR DATE

 B.3.3.2 POWER ON? (Y/N)

          GREEN SAMPLE LIGHT ON?

          TIME (LOCAL STANDARD TIME)

          O3 MEAS (2500-4700 MV)

          O3 REF (2500-4700 MV)

          IZS REF (N/A)

          PRES (0-1" HG BELOW AMBIENT PRES)

          SAMPLE FLOW (700-900 CC/MIN)

          SAMPLE TEMP (1°-5°C ABOVE AMBIENT)

          ANA LAMP TEMP (52°C)

          IZS LAMP TEMP (N/A)

          BOX TEMP (1°-5°C ABOVE AMBIENT)

          DCPS (2250-2750 MB)

 B.3.3.3 O3 COLUMN OFF-LINE @ LST

 B.3.3.4 LIST TEST PARAMETERS ADJUSTED, IF ANY.*

 B.3.3.5 SETUP/EXIT BUTTON RETURNED TO SETUP?

 B.3.3.6 SAMPLE LINE FILTER CHECKED? (Y/N)

          SAMPLE LINE FILTER REPLACED? (Y/N)

 B.3.3.7 O3 SPAN & ZERO ACTIVATED @ LST

          O3 ON-LINE @ LST

 B.3.3.8 O3 & CAL COLUMNS ON-LINE @ LST

* IF THE INSTRUMENT CANNOT BE ADJUSTED WITHIN RECOMMENDED LIMITS,
CALL THE OSC IMMEDIATELY FOR ASSISTANCE.

  Figure B.3.3-1. Sample API Model 400 Ozone Analyzer Weekly Station Checklist.
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TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

ACTIVATE WHICH EVENTS
IN SEQUENCE ? 01, 02 <ENTER>

Events 01 and 02 will "condition" the new filter and
automatically deactivate in 45 minutes.

                                
B.3.3.8 Once all checks on the API Model 400 are complete, place the

appropriate columns back on-line by performing the following:

  TRS KEYBOARD DISPLAY OPERATOR KEY-IN

           > U

UP COLUMN NUMBER? ____ (for Ozone) <ENTER>

UP COLUMN NUMBER? <ENTER>

Verify the O3 column is on-line by performing the following:

     TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

     VIEW WHICH COLUMNS? ____ (for O3) <ENTER> 

     IN VOLTAGE OR ENGINEERING 
     UNITS (V/E)? E <ENTER>

The "D" to the right of the concentration under the O3 column
should be replaced with a "P", which should be absent within
5 minutes. If not, repeat B.3.3.8. Record on the strip
chart and in the Site Log Book the time and date the channel
was brought back on-line. 
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B.3.4 TEI 49C Ozone Analyzer

PROCEDURES

B.3.4.1 Record the site name, operator name (first initial and full
last name), the instrument serial number, the NPS property
number, and the calendar date on the Weekly Station
Checklist (see Figure B.3.4-1).

B.3.4.2 Take the O3 column off-line for Steps B.3.4.3 through
B.3.4.7 by performing the following:

SUMX DATA LOGGER PROCEDURE

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> (SHIFT) #

CODE: NPSAIR

DOWN WHICH COLUMN ? ____ (for O3) <ENTER>

DOWN WHICH COLUMN ? <ENTER>

Note on the Weekly Station Checklist, on the strip chart,
and in the Station Log book the time the O3 column was taken
off-line.  Verify that the SumX data logger has flagged the
data by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

VIEW WHICH COLUMN(S) ____ (for O3) <ENTER>

IN VOLTAGE OR ENGINEERING
UNITS (V/E) ? E

A "D" should appear to the right of the values presented
under the O3 column indicating that the column has been
taken off-line or "downed."

Press <ESC> to return to the command mode and the ">"
prompt.

ODESSA DATA LOGGER PROCEDURE

TERMINAL DISPLAY OPERATOR KEY-IN

- (hyphen)

Up/Down Chan (1-G)- 7 (for O3)

Up/Down Chan (1-G)-7 O7 U D (to down Column 07)

B.3.4.3 Verify that the power is on (the "power" switch and the
ozone concentration display should be illuminated).

B.3.4.4 Verify that the P/T ON pushbutton switch on the front of the
ozone analyzer is in the ON position (pushed in) and the
indicator light is illuminated.
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STATION:                                      
WEEKLY STATION CHECKLIST
SECTION B.3.4 TECO 49 OZONE ANALYZER

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

  B.3.4.1 SITE OPERATOR

INSTRUMENT SERIAL NUMBER

NPS PROP NUMBER

CALENDAR DATE

  B.3.4.2 O3 COLUMN OFF-LINE @ LST?

  B.3.4.3 POWER ON? (Y/N)

  B.3.4.4 P/T ON? (pushed in) (Y/N)

REMOTE INDICATOR ON? (Y/N)

  B.3.4.5 A SAMPLE FLOW (.85 - 1.15 LPM)*

B SAMPLE FLOW (.85 - 1.15 LPM)*

  B.3.4.6 TEST Pushbutton CHECKS

A FREQUENCY VALUE (70-120 kHz)

A FREQUENCY VALUE (<4.0 Hz)   

B FREQUENCY VALUE (70-120 kHz)

B FREQUENCY NOISE (<4.0 Hz)

P/T VALUE CELL PRESSURE (mm Hg)

P/T VALUE CELL TEMPERATURE (DEG C)

NOTE: PRESS RUN TO RETURN TO MONITOR MODE.

  B.3.4.7 SPAN AND OFFSET THUMBWHEELS

SPAN VALUE (50 ∀10)
OFST VALUE (50 ∀5)

  B.3.4.8 INSIDE SAMPLE LINE FILTER CHECKED?
(Y/N)

INSIDE SAMPLE LINE FILTER REPLACED?
(Y/N)

  B.3.4.9 O3 COLUMN ON-LINE @ LST?

  NOTE: IF THE INSIDE SAMPLE LINE FILTER WAS CHANGED, PROCEED.

  B.3.4.10 O3 SPAN & ZERO ACTIVATED @ LST

* IF THE INSTRUMENT IS NOT WITHIN RECOMMENDED LIMITS, CALL THE OSC IMMEDIATELY
ASSISTANCE.

Figure B.3.4-1.  Sample TECO 49 Ozone Analyzer Weekly Station Checklist.
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Verify that the "REMOTE" indicator lamp is illuminated. 
If not, note in the log book and press REMOTE to activate
remote mode.

B.3.4.5 Record the A and B sample flow rotameter readings on the
Weekly Station Checklist.  The reading should be between
0.85 to 1.15 lpm mid-ball.  Record the results on the
Weekly Station Checklist.  Call the OSC if the rotameter
values are outside of these limits.

B.3.4.6   TEST Pushbutton Checks

Check Detector A frequency output by pressing TEST A on
the front panel.  Record the instrument display. 
Expected values are 70.000 to 120.000 kHz.  Check
Detector A frequency noise by pressing TEST NOISE.  After
20 seconds, record the instrument display.  Expected
values are 4.0 Hz or less.

Check and record Detector B frequency and noise using the
same procedure.

Check the cell pressure by pressing TEST P/T on the front
panel.  The actual (uncorrected) cell pressure will be
displayed on the front panel.  Record this value. 
Expected values depend upon instrument elevation and
should be less than 760 mm Hg.

Check the cell temperature by pressing TEST P/T two
times.  The cell temperature in degrees Celsius will be
displayed.  Record this value.

NOTE: Press RUN to return the analyzer to monitor mode.

B.3.4.7 Record SPAN and Offset Thumbwheels Values

Observe the SPAN thumbwheel values and record on the
Weekly Station Checklist.  The value should by 500 ∀10.

Observe the OFFSET thumbwheel value and record on the
Weekly Station Checklist.  The value should be 50 ∀5.

B.3.4.8 Check the inside shelter sample line filter.  The filter
should be changed when noticeably dirty.  This may be
infrequent if an exterior flow tower filter is used.

B.3.4.9 Place the appropriate column back on-line by performing
the following:

SUMX DATA LOGGER PROCEDURE

  TRS KEYBOARD DISPLAY OPERATOR KEY-IN

>          U

UP COLUMN NUMBER? ____ (for O3) <ENTER>

UP COLUMN NUMBER? <ENTER>
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Verify the O3 column is on-line by performing the
following:

     TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

     VIEW WHICH COLUMNS? ____ (for O3) <ENTER>

     IN VOLTAGE OR ENGINEERING
UNITS (V/E)? E <ENTER>

The D to the right of the concentration under the O3
column should be replaced with a "P," which should be
absent within 5 minutes.  If not, repeat B.3.4.9.  On the
O3 chart paper, write "O3 on-line" along with the time
and date.  Note in the Station Log book and on the Weekly
Station Checklist the time the channel was brought back
on-line.  

ODESSA DATA LOGGER PROCEDURE

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

- (hyphen)

Up/down CHAN (1-G)- 7 (for O3)

Up/down CHAN (1-G)-7 07 D U (to up Column 07)

On the O3 chart paper, write "O3 on-line" along with the
time and date.  Note in the station log book and on the
weekly station checklist the time the channel was brought
back on-line.

NOTE: Following and inside O3 sample line filter change, a
SPAN check is required to verify the integrity of
the sampling system and to condition the new
filter.  The following paragraphs are to be
completed following sample filter replacement.

B.3.4.10 Activate a SPAN and ZERO in sequence to condition the new
filter as follows: 

SUMX DATA LOGGER

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENTS ____ , ____, <ENTER>
IN SEQUENCE ? (for the O3 SPAN and ZERO)

ODESSA DATA LOGGER

TERMINAL DISPLAY OPERATOR KEY IN

A
0 DISABLE SEQ
1 START SEQ
2 START ONE PASS
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3 STOP SEQ
4 SET BIT
5 RESET BIT 2
2 START ONE PASS (A,1-4) 1 (Starts O3 SPAN sequence)

B.3.4.11 Within a minute, the first event, the O3 SPAN, will
activate as indicated by the upscale deflection of the
ozone strip chart recorder.  Record the starting time of
the O3 SPAN in the Station Log book, the Weekly Station
Checklist, and the strip chart.

B.3.4.12 With events ____ and ____ activated in sequence, event
____, the O3 SPAN, will run for approximately 30 minutes.
 After the completion of event ____, event ____, the O3
ZERO, will be activated and will run for approximately 15
minutes, at which time it will shut off automatically.

B.3.4.13 Review the results of the SPAN and ZERO events using the
SumX data logger "Z" command either by returning to the
station, or calling up the SumX data logger via telephone
modem.  If the results are outside recommended limits,
contact the OSC.  (Recommended limits are between 0.350
and 0.450 ppm, with the difference between the CAL LEVEL
5 ACTUAL and O3 LEVEL 5 ACTUAL no greater than ∀0.040
ppm.)

For Odessa users, type H to view calibration results.
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B.3.6  Thermo Environmental Instrument (TEI) Series 49C Ozone Analyzer

B.3.6.1 Record the site name, operator name (first initial and full
last name) instrument serial number, and calendar date on
the Weekly Station Checklist (see Figure B.3.6-1).

B.3.6.2 Verify that the instrument screen on the TEI 49C is
reporting O3 values in PPB units.  Call the OSC anytime that
a change to the program is required or the front panel
reports an alarm.

B.3.6.3 Compare the O3 value on the instrument screen with the
datalogger value on the Tandy Keyboard.

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

VIEW WHICH COLUMN(S) _____ (for O3) <ENTER>

IN VOLTAGE OR ENGINEERING
UNITS (V/E)? E

Press ESCAPE <ESC> to return to the command mode and the ">"
cursor.  The difference should be within ∀3 ppb.

B.3.6.4 Push the MENU button on the TEI analyzer to access the MAIN
MENU:

  MAIN MENU: 10:25
> RANGE
  AVERAGING TIME
  CALIBRATION FACTORS

Use the ENTER button to select the RANGE submenu. The menu
should appear as shown below:

  RANGE: SINGLE
> GAS UNITS PPB
  RANGE 500
  SET CUSTOM RANGES
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    SITE:                                     

    WEEKLY STATION CHECKLIST

    SECTION B.3.6 TEI 49C OZONE ANALYZER

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

    B.3.6.1 SITE OPERATOR

        INSTRUMENT SERIAL NUMBER

        CALENDAR DATE

    B.3.6.2 INSTRUMENT SCREEN IN PPB UNITS? (Y/N)

    B.3.6.3 * DO INSTRUMENT AND DATALOGGER O3 VALUES 
AGREE ±3PPB? (Y/N)

    B.3.6.4 * RANGE SET TO 500 IN SINGLE MODE? (Y/N)

    B.3.6.5 * AVERAGING TIME SET TO 60 SEC? (Y/N)

    B.3.6.6 CALIBRATION FACTORS: O3 BKG PPB?

O3 COEF?

    B.3.6.7 * NEW CALIBRATION FACTORS

(IF ADJUSTED) O3 BKG PPB?

O3 COEF?

    B.3.6.8 * TEMPERATURE CORRECTION ON? (Y/N)      
 

INSTRUMENT TEMPERATURE °C

    B.3.6.9 * PRESSURE CORRECTION ON? (Y/N)        

INSTRUMENT PRESSURE (mm Hg)

    B.3.6.10 * FLOWS BETWEEN 0.4 AND 1.6 LPM? (Y/N)

    B.3.6.11 * LAMP INTENSITY BETWEEN 45000 AND
150000?     (Y/N)

    B.3.6.12 SAMPLE LINE FILTER CHANGED? (Y/N)

    B.3.6.13 O3 LEVEL 5 ACTUAL FOLLOWING SAMPLE 
FILTER REPLACEMENT (MUST BE ±40 PPB

OF O3 LEVEL 5 THEORETICAL VALUE)

   O3 LEVEL 0 ACTUAL FOLLOWING SAMPLE
FILTER REPLACEMENT (MUST BE ±3 PPB OF
0.0)

 *   Notify the OSC if a change is necessary.
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 Figure B.3.6-1.  Sample Thermo Environmental Inc. Model 49C Ozone Analyzer
Weekly Station Checklist.

B.3.6.5 Press the MENU button once to return to the MAIN MENU:

  MAIN MENU: 10:31
> RANGE
  AVERAGING TIME
  CALIBRATION FACTORS

Press the DOWN ARROW [↓↓] button once to move the cursor to
the AVERAGING TIME submenu.  Now press ENTER to display
AVERAGING TIME screen.

  AVG TIME 60 SEC
  SET TO 60 SEC

  ↑↓ SELECT

The averaging time should be set to 60 seconds.

B.3.6.6 Return to the MAIN MENU by pressing the MENU button once.
Press the [↓↓] button once to move the cursor to the
CALIBRATION FACTORS submenu.

  MAIN MENU: 10:36
  RANGE
  AVERAGING TIME
> CALIBRATION FACTORS

Press ENTER to display the CALIBRATION FACTORS screen.

  CALIBRATION FACTORS:
> O3 BKG PPB
  O3 COEF 1.019

Record the O3 BACKGROUND (O3 BKG), and the O3 Coefficient
(O3 COEF) on the Weekly Station Checklist.  Compare this
weeks values to last weeks values.  Call the OSC if a change
not initiated by an operator has occurred.

B.3.6.7 Calibration factors can be adjusted if the OSC determines a
change is required to linerarize the zero and span response.
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Record the new calibration factors on the Weekly Station
Checklist if changes are made.

B.3.6.8 Press the MENU button once to move back to MAIN MENU.  Press
the [↓↓] button two (2) times to access the INSTRUMENT
CONTROLS submenu.  Press ENTER once.

  INSTRUMENT CONTROLS:
> TEMP CORRECTION
  PRESSURE CORRECTION
  OZONATOR SOLENOID

Press ENTER again.

  TEMPERATURE 31.0°C
  CORRECTION ON
  TURN OFF?

The instrument cell TEMPERATURE should be displayed.  Record
the value on the WEEKLY STATION CHECKLIST.

CORRECTION should indicate ON.  Record the result on the
Weekly Station Checklist.

B.3.6.9 Press the MENU button once to return to the INSTRUMENT
CONTROLS screen.  Press [↓↓] once to move the cursor to the
PRESSURE CORRECTION submenu.

  INSTRUMENT CONTROLS:
  TEMP CORRECTION
> PRESSURE CORRECTION
  FLASH LAMP

Press ENTER once.

  PRESSURE 723.7 mm Hg
  CORRECTION ON
  TURN OFF?

Pressure is dependent upon station elevation and current
atmospheric conditions.  Record PRESSURE on the WEEKLY
STATION CHECKLIST.
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CORRECTION should indicate ON.  Record the result on the
Weekly Station Checklist.

B.3.6.10 Press the MENU button two (2) times to return to the MAIN
MENU.  Press the [↓↓] button one (1) time to move the cursor
to the DIAGNOSTICS menu.

  MAIN MENU: 10:45
  CALIBRATION
  INSTRUMENT CONTROLS
> DIAGNOSTICS

Press the ENTER to display DIAGNOSTICS submenu.

  DIAGNOSTICS:
> PROGRAM NUMBERS
  VOLTAGES
  TEMPERATURES

Press the [↓↓] button four (4) times to move the cursor to
the FLOWS submenu.

  DIAGNOSTICS:
  TEMPERATURES
  PRESSURE
> FLOWS

Press ENTER once to display the FLOWS screen.

  FLOWS
  CELL A 0.637 LPM
  CELL B 0.642 LPM
 

The FLOWS should be between 0.4 LPM and 1.6 LPM.

Note that the values are within the proper range on the
checklist.

B.3.6.11 Press the MENU button once the return to the DIAGNOSTICS
submenu.  Press [↓↓] two (2) times to move the cursor to the
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INTENSITIES submenu.

  DIAGNOSTICS:
  FLOWS
  CELL A/B O3
> INTENSITIES

Press ENTER once to display the INTENSITIES screen. 
INTENSITIES should be between 45,000 and 150,000. 

   INTENSITIES:
   CELL A         98425
   CELL B 97465

Note that the values are in the proper range on the
checklist.

Press the RUN button once to return to the RUN SCREEN.

B.3.6.12 Check the sample line particulate filter(s).  Change the
filter when it is visibly dirty or with a minimum frequency
of every two weeks.  Take the O3 column off line during the
filter change.

 NOTE: Following a O3 sample line filter change, a span check
is recommended by NPS/ARD to verify the integrity of
the sampling system. A span is performed following
sample line filter replacement to condition the filter
and to verify that the filter assembly and sample line
connections are leak-free.  If the site operator has
access to the monitoring site (either by visiting the
site or calling the site via modem), he/she should
check the daily CALIBRATION-RESULTS on the DAILY
SUMMARY following the filter replacement to verify
that the filter was installed properly.  If the
monitoring site is not accessible, the site operator
must perform a zero/span immediately following the
sample filter replacement or be prepared to re-visit
the site if a review of the polled data by monitoring
support personnel indicates a problem following the
filter replacement.

B.3.6.13 Record on the Weekly Station Checklist the results of the
CALIBRATION RESULTS from the DAILY SUMMARY following the
sample line filter replacement (O3 ACTUAL LEVEL 0 and 5).
Verify that the span results are within the required control
limits.  If the ZERO/SPAN results are outside of the
recommended limits, contact the OSC.
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B.4.1 Monitor Labs Model 8850 Sulfur Dioxide Analyzer

B.4.1.1 Record the site name, operator name (first initial and full
last name) instrument serial number, NPS property tag number,
and calendar date on the Weekly Station Checklist (see Figure
B.4.1-1).

B.4.1.2 Verify that the analyzer's power is on. The "POWER" light on
the front panel should be illuminated. If the light is not
illuminated, notify the OSC.

B.4.1.3 Verify that the "MODE" switch is in the "MONITOR" position.
Notify the OSC if the switch is not found in the "MONITOR"
position.

B.4.1.4 Check the analog meter on the front of the instrument. The
meter should be reading between 0 and 20%. If the meter is
outside of this range, contact the OSC.

B.4.1.5 Record on the Weekly Station Checklist the zero and span
potentiometer settings. 

B.4.1.6 Verify that the "RANGE PPM" switch is in the 0.5 position. 

B.4.1.7 Record the sample flow on the Weekly Station Checklist. If
the sample flow is not between 450 and 550 cc/min. at mid-
ball, check the Swagelok fittings to the external sample pump
and tighten if necessary. Record the adjusted flow on the
Weekly Station Checklist and note in the Site Log Book that a
flow adjustment was attempted. If frequent flow adjustments
are necessary, notify the OSC.

B.4.1.8 Turn the "MODE" switch from the "MONITOR" position to "T1".
There is no need to "down" the SO2 column since this does not
affect the instruments analog output. Wait 30 seconds and
record on the Weekly Station Checklist the analyzer's front
panel meter reading using the 0 to 10 scale. The expected
range of values for T1 on the 0 to 10 scale is 5 to 10. If the
meter reading is not between 5 and 10, contact the OSC for
instructions.

B.4.1.9 Turn the "MODE" switch from the "T1" to the "T2" position.
Wait 30 seconds and record on the Weekly Station Checklist the
meter reading using the 0 to 10 scale. The expected range of
values for T2 on the 0 to 10 scale is 5 to 7. If the reading
is not between 5 and 7, contact the OSC for instructions.

B.4.1.10 Turn the "MODE" switch from "T2" to the "T3" position. Wait
30 seconds and record on the Weekly Station Checklist the
meter reading, using the 0 to 10 scale. The expected range of
values for T3 on the 0 to 10 scale is 6.5 to 7.5. If the
reading is not between 6.5 and 7.5, contact the OSC for
instructions.

B.4.1.11 Return the "MODE" switch to the "MONITOR" position.



SECTION: B.4.1
 REVISION: 0.0
   EFFECTIVE: 4/94
   PAGE 2 OF 3

    SITE:                                      
    WEEKLY STATION CHECKLIST
    SECTION B.4.1 LEAR SIEGLER MODEL ML 8850 SULFUR DIOXIDE ANALYZER

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

 B.4.1.1 SITE OPERATOR

INSTRUMENT SERIAL NUMBER

NPS PROPERTY NUMBER

CALENDAR DATE

 B.4.1.2 POWER LIGHT ON? (Y/N)

 B.4.1.3 MODE SWITCH TO MONITOR? (Y/N)

 B.4.1.4 ANALOG METER 0 TO 20%? (Y/N)

 B.4.1.5 ZERO POT SETTING

SPAN POT SETTING

 B.4.1.6 RANGE PPM SWITCH AT 0.5? (Y/N)

 B.4.1.7 SAMPLE FLOW READING (450 - 550 cc/min)

SAMPLE FLOW ADJUSTED? (Y/N)

ADJUSTED FLOW RATE? (450 - 550 cc/min)*

 B.4.1.8 "T1" OUTPUT (RANGE 5 TO 10)

 B.4.1.9 "T2" OUTPUT (RANGE 5 TO 7)

 B.4.1.10 "T3" OUTPUT (RANGE 6.5 TO 7.5)

 B.4.1.11 MODE SWITCH RETURNED TO MONITOR

 B.4.1.12 SAMPLE LINE FILTER CHANGED? (Y/N)

 B.4.2.13 SAMPLE LINE FILTER CHANGED? (Y/N)

 B.4.2.14 SO2 LEVEL 5 ACTUAL FOLLOWING SAMPLE
FILTER REPLACEMENT (MUST BE ±0.008 PPM
OF SO2 LEVEL 5 THEORETICAL VALUE)

 SO2 LEVEL 0 ACTUAL FOLLOWING SAMPLE
FILTER REPALCEMENT (MUST BE ±0.003 PPM
OF 0.000)

  * If the sample flow cannot be adjusted to within this range, notify the OSC.

 Figure B.4.1-1. Sample Monitor Labs Model 8850 Sulfur Dioxide Analyzer Weekly
Station Checklist.
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B.4.1.12 Check the sample line particulate filter. Change the filter
when it is visibly dirty or with a minimum frequency of at
least every two weeks. 

NOTE: Following an SO2 sample line filter change, a span check
is recommended by NPS/AQD to verify the integrity of the
sampling system. Unlike ozone (which must have a span
performed following sample line filter replacement to
condition the filter) the SO2 span is performed solely
to verify that the filter assembly and sample line
connections are leak-free. If the site operator has
access to the monitoring site (either by visiting the
site or calling the site via modem), he/she should check
the daily CALIBRATION-RESULTS on the DAILY SUMMARY
following the filter replacement to verify that the
filter was installed properly. If the monitoring site
is not accessible, the site operator must perform a
zero/span immediately following the sample filter
replacement or be prepared to re-visit the site if a
review of the polled data by monitoring support
personnel indicates a problem following the filter
replacement.

B.4.1.13 Record on the Weekly Station Checklist the results of the
CALIBRATION-RESULTS from the DAILY SUMMARY following the
sample line filter replacement (SO2 ACTUAL LEVEL 0 and 5).
Verify that the span results are within the required control
limits. If the ZERO/SPAN results are outside of the
recommended limits, contact the OSC.
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B.5 METEOROLOGICAL SYSTEMS

Meteorological monitoring commonly accompanies air quality monitoring. The
meteorological data is required to better understand fluctuations in data beyond
what would be considered "normal" and for inputs to computer models to predict
adverse pollution conditions.

The meteorological monitoring performed at NPS air quality stations
consists of the following:

 Single level horizontal wind speed and wind direction (typically 10
meters);

 Ambient temperature;

 Dew point or relative humidity;

 Solar radiation; and

 Precipitation.

The tower mounted sensors usually require signal translator cards to
condition the sensors raw output into a useful scaled analog voltage that can be
measured by the data logger. These signal translator cards are housed in a card
cage or "mainframe" located in the air quality shelter.
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B.5.1 Climatronics F-460 Meteorological Instrumentation

B.5.1.1 Record the station name, operator name (first initial and full
last name) and calendar date on the Weekly Station Checklist
(see Figure B.5.1-1). 

B.5.1.2 Visually inspect the meteorological tower and instruments.
Report any abnormalities (i.e., missing or broken anemometer
cups, bent wind vanes, leaning towers, or loss of guy wires)
to the OSC, and document the event in the Station Log Book. 

        Verify that the wind sensor's crossarm is orientated north to
south, and the wind speed cups and the wind direction vane are
freely rotating.

B.5.1.3 Verify that the aspirator motor for the temperature and dew
point sensors is running.

B.5.1.4 Check the solar sensor. Make certain that the sensor is
level. Re-level the sensor as necessary. If there is dirt or
snow on the sensor, clean by wiping the surface of the sensor
with a clean damp cloth. Note these problems in the Station
Log Book since they will affect the accuracy of the solar
radiation measurements.

B.5.1.5 Check the precipitation gauge. Note if there is any snow or
leaves in the collection funnel. Remove the inlet (NOTE
CAUTION BELOW) and note if there is dirt or debris in the
tipping buckets. Clean if necessary. The sensor may be
cleaned by flushing the tipping bucket with clean water. A
soft brush may be used to clean out any dirt accumulation in
the tipping bucket.

CAUTION: The bucket heater is supplied with 115 VAC.
Disconnect the power supply from the
precipitation gauge at the junction box (located
on the tower) before removing the sensor top.

NOTE: Since cleaning the precipitation bucket will
generate false rainfall readings when the bucket
is tipped, prior to cleaning the precipitation
gauge note in the Station Log and on the Weekly
Station Checklist that the sensor is being
cleaned.

B.5.1.6 Check the operation of the rainfall tipping bucket by
performing the following:

B.5.1.6.1 Set the SumX data logger into the minute data
collection mode by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> M

COLUMN NUMBER (?) ____ for RNF <ENTER>

PRESS THE ECHO (F5) AND TAP THE SPACE BAR SEVERAL
TIMES TO UPDATE THE RAINFALL DATA EVERY MINUTE TO
VIEW DATA FOR THE FOLLOWING TEST:
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    STATION:                                 
    WEEKLY STATION CHECKLIST
    SECTION B.5.1 CLIMATRONICS F-460 METEOROLOGICAL INSTRUMENTATION

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

  B.5.1.1 SITE OPERATOR

DATE

WIND SENSORS AND TOWER SECURE?

  B.5.1.2 CROSSARM ORIENTED? (Y/N)

  B.5.1.3 ASPIRATOR MOTOR RUNNING? (Y/N)

  B.5.1.4 SNOW OR DIRT ON SOLAR SENSOR? (Y/N)

SOLAR SENSOR CLEANED? (Y/N)

  B.5.1.5 SNOW/LEAVES IN RAINFALL INLET? (Y/N)

DIRT/DEBRIS IN TIPPING BUCKET? (Y/N)

PRECIP GAUGE CLEANED? (Y/N)

  B.5.1.6 RNF BUCKET TIPPED 10 TIMES? (Y/N)

  B.5.1.7 INSTANTANEOUS VWD READING?

INSTANTANEOUS VWS READING?

INSTANTANEOUS SWS READING?

INSTANTANEOUS TMP READING?

INSTANTANEOUS DPT READING?

INSTANTANEOUS SOL READING?

  B.5.1.8 MET COLUMNS OFF LINE @ (LST)

  B.5.1.10 VWD ZERO VALUE (0 TO 2 DEG)

VWS ZERO VALUE (0.2 TO 0.3 M/S)

SWS ZERO VALUE (0.2 TO 0.3 M/S)

TMP ZERO VALUE (-50.5 TO -49.5°C)

DPT ZERO VALUE (-50.5 TO -49.5°C)

SOL ZERO VALUE (-0.020 TO 0.020 LNG)

  B.5.1.11 VWD SPAN VALUE (358 TO 362 DEG)

VWS SPAN VALUE (24 TO 26 M/S)

SWS SPAN VALUE (24 TO 26 M/S)

TMP SPAN VALUE (49.5 TO 50.5°C)

DPT SPAN VALUE (49.5 TO 50.5°C)

SOL SPAN VALUE (1.980 TO 2.020 LNG)

  B.5.1.12 VWD "540" VALUE (358 TO 362)

  B.5.1.13 SWITCHES RETURNED TO OPERATE?

  B.5.1.14 MET COLUMNS ON-LINE @ LST

  Figure B.5.1-1. Sample Climatronics F-460 Meteorological Instrumentation 
    Weekly Station Checklist.
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B.5.1.6.2 With the inlet funnel removed from the rain
gauge, tip the measuring apparatus 10 times. Use
caution to avoid the heater wires. THESE  WIRES
CARRY  115  VAC. Replace the rainfall bucket
inlet. Make sure the wires do not interfere with
the action of the tipping bucket and that the
inlet is level.

B.5.1.6.3 Return to the TRS keyboard display. Observe if
the tips were registered by the SumX data logger
(you may have to wait until the end of the one
minute period). If the tips were not registered
or if no rainfall is measured by the data logger
during periods of known rainfall, note this
observation in the Station Log Book and notify
the OSC.

B.5.1.7 Print an instantaneous output from the meteorological
instrumentation (except rainfall) by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

VIEW WHICH COLUMNS ? 03, 04, 05, 06, 07, 08 <ENTER>

NOTE: The column numbers and the meteorological parameters may
vary from station-to-station.

IN VOLTAGE OR ENGINEERING
UNITS (V/E) ? E

Press the SPACE BAR to update the column readings every five
seconds. Enter the indicated SumX data logger values in the
appropriate meteorological columns on the Weekly Station
Checklist. Verify that the indicated values are
representative of current meteorological conditions. Press
<ESC> to return to the ">" prompt.

NOTE: The TRS keyboard has a 40 character display. When
viewing more than three columns at a time, the display
wraps around and is difficult to read. If the printer
is activated by pressing the F5 (ECHO) key, on the TRS
keyboard, the results are printed in a more readable
format on the 80 column printer. 

B.5.1.8 Take the meteorological columns (except for RNF) off-line by
performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> (SHIFT) # 

CODE: NPSAIR

DOWN WHICH COLUMN ?    (for Vector Wind
 Direction) <ENTER>

DOWN WHICH COLUMN ?    (for Vector Wind Speed)
<ENTER>
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DOWN WHICH COLUMN ?    (for Scaler Wind Speed)
<ENTER> 

DOWN WHICH COLUMN ?    (for Temperature) <ENTER>

DOWN WHICH COLUMN ?    (for Dew point) <ENTER>

DOWN WHICH COLUMN ?    (for Solar Radiation)
<ENTER>

Note on the Weekly Station Checklist and in the Station Log
Book the time that the meteorological columns were taken off-
line.

B.5.1.9 Verify that the columns have been taken off-line by performing
the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

VIEW WHICH COLUMN(S)   ,   , etc. <ENTER>

IN VOLTAGE OR ENGINEERING 
UNITS (V/E) ? E

A "D" should appear to the right of the values presented under
the meteorological data columns.

B.5.1.10 Set the mode switch on the front of each translator module to
the ZERO position. Wait approximately one minute for the
outputs to stabilize. Press the SPACE BAR on the keyboard to
obtain the zero response from the translator. Check the
printout and verify that the ZERO values are as follows:

COLUMN PARAMETER       EXPECTED ZERO VALUE

03 Vector Wind Direction     0 to 2 degrees
(VWD)

04 Vector Wind Speed (VWS)     0.2 to 0.3 M/S

05 Scaler Wind Speed (SWS)     0.2 to 0.3 M/S

06 Temperature (TMP)     -50.5 to -49.5°C

07 Dew Point (DPT)     -50.5 to -49.5°C

08 Solar Radiation (SOL)     -0.020 to +0.020 LNG

If any output does not fall in its respective range notify the
OSC for the appropriate corrective actions. Record the "as
found" and the "adjusted to" (if applicable) values on the
Weekly Station Checklist and in the Station Log Book.

B.5.1.11 Set the mode switch on the front of each translator to the
SPAN position. Wait approximately one minute for the outputs
to stabilize. Press the SPACE BAR on the keyboard to obtain
five second updates of the SPAN response. Check the printout
to verify that the SPAN values are as follows:
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COLUMN PARAMETER   EXPECTED SPAN VALUE

03 Vector Wind   358 to 362 degrees
 Direction (VWD)

04 Vector Wind   24.0 to 26.0 M/S
Speed (VWS)

05 Scaler Wind   24.0 to 26.0 M/S
Speed (SWS)

06 Temperature   49.5 to 50.5°C
(TMP)

07 Dew Point (DPT)   49.5 to 50.5°C

08 Solar Radiation   1.980 to 2.020 LNG
(SOL)

If any output does not fall in its respective range, notify
the OSC for the appropriate corrective actions. Record the
"as found" and "adjusted to" (if applicable) values on the
Weekly Station Checklist and in the Station Log Book. 

B.5.1.12 Set the mode switch on the front of the wind translator to the
"540" position. Wait one minute for the output to stabilize.
Verify that the SumX data logger VWD column reads 360.0 ±2.0
degrees. If the output does not fall in its respective range,
notify the OSC for the appropriate corrective action. Record
the "as found" and "adjusted to" (if applicable) value on the
Weekly Station Checklist and in the Station Log Book.

B.5.1.13 Return all mode switches to the OPERATE position (the red
lights should go off). Wait one minute for the output to
return to normal operation. Press the SPACE BAR on the
keyboard and verify that all outputs are consistent with the
ambient conditions. Press <ESC> to obtain the ">" cursor.

B.5.1.14 Place the meteorological columns back on-line by performing
the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> U

UP COLUMN NUMBER ?    (for Vector Wind Direction)
<ENTER>

UP COLUMN NUMBER ?    (for Vector Wind Speed)
<ENTER> 

UP COLUMN NUMBER ?    (for Scaler Wind Speed)
<ENTER>

UP COLUMN NUMBER ?    (for Temperature) <ENTER>

UP COLUMN NUMBER ?    (for Dew point) <ENTER>

UP COLUMN NUMBER ?    (for Solar Radiation)
<ENTER>

Verify the columns are on-line by repeating Paragraph B.5.1.9.
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B.5.1.15 The "D" to the right of the values under the meteorological
columns should be replaced with a "P", which should be absent
within five minutes. If not, repeat Paragraph B.5.1.14.

B.5.1.16 Make certain that the ECHO (F5) has been de-activated so the
printer is no longer printing characters from the TRS Keyboard
Display.
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B.5.2 WeatherMeasure/Weathertronics Meteorological System Procedures

B.5.2.1 Record the station name, operator name (first initial and full
last name) and calendar date on the Weekly Station Checklist
(see Figure B.5.2-1).

B.5.2.2 Visually inspect the meteorological tower and instruments.
Report any abnormalities (i.e., missing or broken anemometer
cups, bent wind vanes, leaning towers, or loss of guy wires)
to the OSC and document the event in the Station Log Book. 

B.5.2.3 Verify that the wind sensor's crossarm is orientated north to
south (or east to west depending upon the installation), and
the wind speed cups and the wind direction vane are freely
rotating.

B.5.2.4 Verify that the aspirator motor for the temperature and dew
point sensors is running.

B.5.2.5 Print an instantaneous output from all the meteorological
instrumentation by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

VIEW WHICH COLUMNS?   ,   ,   ,   ,   ,
   , <ENTER>
(for all met columns 
except RNF)

IN VOLTAGE OR ENGINEERING
UNITS ? (V/E) E

      
NOTE: The TRS keyboard has a 40 character display. When

viewing more than three columns at a time, the display
wraps around and is difficult to read. If the printer
is activated by pressing the F5 (ECHO) key on the TRS
keyboard, the results are printed in a more readable
format on the 80 column printer.

Press the SPACE BAR to update the column readings every five
seconds. Record the indicated SumX data logger values in the
appropriate meteorological columns on the Weekly Station
Checklist. Verify that the indicated values are representa-
tive of current meteorological conditions.

B.5.2.6 Check the precipitation gauge. Note if there is any snow or
leaves in the collection funnel. Remove the inlet (NOTE
CAUTION BELOW) and note if there is dirt or debris in the
tipping buckets. Clean if necessary. The sensor may be
cleaned by flushing the tipping bucket with clean water. A
soft brush may be used to clean out any dirt accumulation in
the tipping bucket.

CAUTION: The bucket heater is supplied with 115 VAC.
Disconnect the power supply from the precipita-
tion gauge at the junction box (located on the
tower) before removing the sensor top.
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  STATION:                     OPERATOR:                 
  WEEKLY STATION CHECKLIST
  SECTION B.5.2 WEATHERMEASURE/WEATHERTRONICS METEOROLOGICAL SYSTEM

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

 B.5.2.1 SITE OPERATOR

          DATE

 B.5.2.2 WIND SENSORS AND TOWER SECURE?

 B.5.2.3 CROSSARM ORIENTED? (Y/N)

 B.5.2.4 ASPIRATOR MOTOR RUNNING? (Y/N)

 B.5.2.5 INSTANTANEOUS VWD READING? 

          INSTANTANEOUS SWS READING? 

          INSTANTANEOUS TMP READING? 

          INSTANTANEOUS DPT READING? 

          INSTANTANEOUS SOL READING? 

 B.5.2.6 SNOW/LEAVES IN RAINFALL INLET? (Y/N)

          DIRT/DEBRIS IN TIPPING BUCKETS? (Y/N)

          PRECIP GAUGE CLEANED? (Y/N)

 B.5.2.7 RNF BUCKET TIPPED 10 TIMES? (Y/N)

 B.5.2.8 MET COLUMNS OFF LINE @ (LST)

 B.5.2.9 VWD LO VALUE (O TO 2 DEG)

          VWS LO VALUE (0.1 TO 0.2 MPH)

          SWS LO VALUE (0.1 TO 0.2 MPH)

          TMP LO VALUE (-50.5 TO -49.5°C)

          DPT LO VALUE (-50.5 TO -49.5°C)

          SOL LO VALUE (-10 TO 10 WMS)

B.5.2.10 VWD 360 VALUE (358 TO 362 DEG)

          VWS HI VALUE (___TO ___MPH)*

          SWS HI VALUE (___TO ___MPH)*

          TMP HI VALUE (49.5 TO 50.5°C)

          DPT HI VALUE (49.5 TO 50.5°C)

          SOL HI VALUE (1480 TO 1520 WMS)

B.5.2.11 VWD +360 VALUE (358 TO 362)

B.5.2.12 SWITCHES RETURNED TO OPERATE?

B.5.2.14 MET COLUMNS ON-LINE @ LST

* These values depend on the wind speed calibration oscillator.

       Figure B.5.2-1. Sample WeatherMeasure/Weathertronics Meteorological System 
Weekly Station Checklist.
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NOTE: Since cleaning the precipitation bucket will generate
false rainfall readings when the bucket is tipped, prior
to cleaning the precipitation gauge, note in the Station
Log and on the Weekly Station Checklist that the
instrument is being cleaned.

B.5.2.7 Check the operation of the rainfall tipping bucket by perform-
ing the following:

B.5.2.7.1 Set the SumX data logger into the minute
data collection mode by performing the
following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> M

COLUMN NUMBER (?) ____ for RNF <ENTER>

PRESS THE ECHO (F5) AND TAP THE SPACE BAR
SEVERAL TIMES TO UPDATE THE RAINFALL DATA
EVERY MINUTE TO VIEW DATA FOR THE FOLLOWING
TEST:

B.5.2.7.2 With the inlet funnel removed from the
rainfall gauge, tip the measuring apparatus
10 times. Use caution to avoid the heater
wires. DANGER  -  THESE  WIRES  CARRY  HIGH
VOLTAGE  -  115  VAC! Replace the inlet
funnel. Make sure the wires do not inter-
fere with the action of the tipping bucket
and that the inlet is level.

B.5.2.7.3 Return to the TRS keyboard display. Ob-
serve if the tips were registered by the
SumX data logger (you may have to wait
until the end of the one minute period).
If the tips were not registered or if no
rainfall is measured by the data logger
during periods of known rainfall, note this
observation in the Station Log Book and
notify the OSC.

B.5.2.8 Take all the Meteorological columns off-line by performing the
following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

<ESC> to return to ">"
prompt

> (SHIFT) # 

CODE: NPSAIR

DOWN WHICH COLUMN?    (for Vector Wind
Direction) <ENTER>

DOWN WHICH COLUMN?    (for Vector Wind
Speed) <ENTER>

DOWN WHICH COLUMN?    (for Scaler Wind
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Speed) <ENTER> 

DOWN WHICH COLUMN?    (for Temperature)
<ENTER>

DOWN WHICH COLUMN?    (for Dew Point)
<ENTER>

DOWN WHICH COLUMN?    (for Solar Radiation)
<ENTER>

<ENTER> to return to 
the > prompt.

Note on the Weekly Station Checklist and in the Station Log
Book the time that the meteorological columns were taken off
line.

B.5.2.8.1 Verify that the columns have been taken off-line by
performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

VIEW WHICH COLUMN(S)   ,   , etc. <ENTER>

IN VOLTAGE OR ENGINEERING
UNITS (V/E) ? E

A "D" should appear to the right of the values presented
under all of the meteorological columns.

B.5.2.9 Set the mode switch on the front of each translator module to
the "LO" position. Note that the red "CAL" light will
illuminate. Wait approximately one minute for the outputs to
stabilize. Press the SPACE BAR on the TRS keyboard to obtain
five second updates of the zero response from the translator.

Check the printout and verify that the LO values are as
follows:

COLUMN PARAMETER EXPECTED LO VALUE

03 Vector Wind 0 to 2 DEG
Direction (VWD) 

04 Vector Wind 0.1 to 0.2 MPH
Speed (VWS)

05 Scaler Wind 0.1 to 0.2 MPH
Speed (SWS)

06 Temperature -50.5 to -49.5°C
(TMP)

07 Dew Point -50.5 to -49.5°C
(DPT)

08 Solar Radiation -10 to 10 WMS
(SOL)
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If any output does not fall in its respective range, notify
the OSC for the appropriate corrective actions. Record the
"as found and the "adjusted to" (if applicable) values on the
Weekly Station Checklist and in the Station Log Book.

B.5.2.10 Set the mode switch on the front of each translator to the
"HI" position. Wait approximately one minute for the span
outputs to stabilize. Press the SPACE BAR on the keyboard to
obtain five second updates of the HI response from the
translator. Check the printout to verify that the values are
as follows:

     
COLUMN PARAMETER EXPECTED HI VALUE

03 Vector Wind 358 to 362 DEG
Direction (VWD)

04 Vector Wind ____ to ____ MPH *
Speed (VWS)

05 Scaler Wind ____ to ____ MPH *
Speed (SWS)

06 Temperature 49.5 to 50.5°C
(TMP)

07 Dew Point 49.5 to 50.5°C
(DPT)

08 Solar Radiation 1480 to 1520 WMS
(SOL)

* These values depend on the wind speed calibration
oscillator and will be determined during semiannual
visits.

If any output does not fall in its respective range, notify
the OSC for the appropriate corrective actions. Record the
"as found" and "adjusted to" (if applicable) values on the
Weekly Station Checklist and in the Station Log Book. 

         
B.5.2.11 Set the wind direction translator switch to the "+360"

position. Wait approximately one minute for the span outputs
to stabilize. Press the SPACE BAR on the keyboard to obtain
five second updates from the translator. Verify that the SUMX
VWD column readout is between 358 and 362. Record the value
on the Weekly Station Checklist. If the output does not fall
within this range, contact the OSC.

B.5.2.12 Return all mode switches to the "OPR" position. Note that the
red "CAL" lights should go off. Wait one minute for the
output to return to normal operation. Press the SPACE BAR on
the TRS keyboard and verify that all outputs are consistent
with the ambient conditions. Press <ESC> to return to the ">"
prompt.

    
NOTE: If the printer has been used to record the zero and span

results, press the F5 (ECHO) key on the TRS keyboard to
de-activate the printer.
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B.5.2.13 Place the meteorological columns back on-line by performing
the following:

 
TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> U
 

UP COLUMN NUMBER?    (for Vector Wind Direction)
<ENTER>

       
UP COLUMN NUMBER?    (for Vector Wind Speed)

<ENTER>
  

UP COLUMN NUMBER?    (for Scaler Wind Speed)
<ENTER>

UP COLUMN NUMBER?    (for Temperature) <ENTER>

UP COLUMN NUMBER?    (for Dew point) <ENTER>
               

UP COLUMN NUMBER?    (for Solar Radiation)
<ENTER>

Verify that the columns are on-line by performing the follow-
ing:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

VIEW WHICH COLUMN(S)   ,   , etc. <ENTER>

IN VOLTAGE OR ENGINEERING
UNITS (V/E) ? E

The "D" to the right of the values under the Meteorological
columns should be replaced with a "P", which should be absent
within five minutes. If not, repeat the procedure.

B.5.2.14 Note on the Weekly Station Checklist and in the Station Log
Book the time that the meteorological columns were put back
on-line.
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B.6 STRIP CHART RECORDERS, PRINTERS, MODEMS, AND MISCELLANEOUS EQUIPMENT

B.6.1 Introduction

B.6.1.1 Record the site name, operator name (first initial and last
name), and calendar date, on the Weekly Station Checklist (see
Figure B.6-1).

 
B.6.2 Strip Chart Recorder(s)
 

B.6.2.1 Record the strip chart model number, serial number, and NPS
property tag number on the Weekly Station Checklist.

B.6.2.2 Compare the time denoted on the strip chart against that
displayed on the SumX data logger. If the difference is
greater than five minutes, adjust the chart accordingly and
note the change on the strip chart and in the Site Log Book. 

NOTE: If the chart is fast, advance the chart to set the
correct time. Never adjust the chart backwards to set
the correct time.

B.6.2.3 Make certain that the chart recorder is recording a legible
trace. If the chart pen appears to be drying out, replace the
pen immediately.

B.6.2.4 At the end of the two week sampling period (mid-month and at
the end of the month) remove the chart paper and install new
chart paper. This should be done a few minutes before the
hour or half hour or, at the very least, checked again on the
next hour or half hour after the paper is changed. Set the
chart paper to Local Standard Time and annotate as follows:

a. Site Name

b. Start Date and End Date of the Strip chart

c. Operator's First Initial and Full Last Name

d. Gaseous Pollutant Parameters (O3, SO2) and Pen Color
(applicable on multiple pen recorders)

e. Note if it is the "BEGINNING OF CHART" or "END OF CHART"

f. Date and Local Standard Time "ON LINE" or "OFF LINE"

g. Enter the Equation(s) Used to Calculate the Pollutant
Concentration from the Chart Percent

B.6.2.5 Complete Section A.2.3, Weekly Ozone Zero/Span/Precision Check
Control Charts and Maximum Hourly Average Concentration
Verification Form, which gives detailed instructions for
comparing hourly averages obtained from the SumX data logger
to the hourly averages obtained from the strip charts. Report
any unusual chart traces to OSC personnel immediately. After
review, the strip charts are sent to the DPC according to
procedures in Section A.
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  STATION:                                      
  WEEKLY STATION CHECKLIST
  SECTION B.6 STRIP CHART RECORDERS, PRINTERS, MODEMS AND
               MISCELLANEOUS EQUIPMENT

RECORD THE FOLLOWING: VISIT 1 VISIT 2 VISIT 3

  B.6.1 SITE OPERATOR

CALENDAR DATE

  B.6.2 STRIP CHART RECORDER

  B.6.2.1 STRIP CHART RECORDER MODEL NO

STRIP CHART RECORDER SERIAL NO

STRIP CHART RECORDER NPS NO

  B.6.2.2 SUMX TIME (LOCAL STANDARD TIME)

RECORDER TIME

RECORDER TIME ADJUSTED? (Y/N)

  B.6.2.3 CHART RECORDER INKING LEGIBLY

  B.6.2.4 CHART PAPER CHANGED? (Y/N)

  B.6.3 MISCELLANEOUS HARDWARE

  B.6.3.1 PRINTER RIBBON INKING LEGIBLY

PRINTER PAPER SUPPLY ADEQUATE

CHART PAPER SUPPLY ADEQUATE?

  B.6.3.2 SILICA GEL IN ZAS REPLACED?

  B.6.3.3 CHARCOAL IN ZAS REPLACED?

  B.6.3.4 MODEM POWER ON?

MODEM CONNECTED?

  B.6.3.5 TRS KEYBOARD "ECHO" OFF?

TRS KEYBOARD TURNED OFF?

  B.6.3.6 PRINTER POWER LEFT ON?

  B.6.4 LST (LOCAL STANDARD TIME) LEFT SITE

    Figure B.6-1. Sample Strip Chart Recorders, Printers, Modems, and 
Miscellaneous Equipment Weekly Station Checklist.
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B.6.3 Miscellaneous Hardware
 

B.6.3.1 Verify that the printer ribbon is inking properly and that the site
is supplied with enough printer paper for the next visit. If printer
supplies are low, request additional supplies from the OSC.

B.6.3.2 Replace the silica gel desiccant, if utilized, whenever 70% of column
is no longer blue. Remove the desiccant from the container. Spread
evenly on a cookie sheet. Bake in the oven at 300°F for three (3)
hours. Upon drying, the blue indicator will be uniform throughout
the desiccant.

B.6.3.3 Replace the zero air canister with fresh charcoal every six months.
Note on the card affixed to the side of the charcoal column the date
that the charcoal was replaced. Discard the used charcoal. 
     

B.6.3.4 Verify that the modem is on and the transmission lines are connected
properly. 

B.6.3.5 Turn "ECHO" on the TRS keyboard off to deactivate the printer, leave
SumX data logger in Password mode (type "!" at the prompt), and turn
off display.

B.6.3.6 Leave the printer power on.

B.6.4 Time Out

Record the Local Military Standard Time (LST) when all maintenance and checks are
complete. Verify all doors are locked and secure.
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B.7 NDDN FILTER PACK SAMPLES

Acidic deposition and its impact on the environment is a major concern.
The accurate measurement of deposition rates are key to understanding the
environmental consequences. This acidic deposition occurs via two primary
pathways: "wet deposition", and "dry deposition." Wet deposition is commonly
referred to as acid rain and occurs as the result of precipitation events (rain
and snow), which remove acidic particles and gases from the atmosphere. Dry
deposition is the transfer of these particles and gases to trees, plants, water
surfaces, and soils in the absence of precipitation. Wet deposition rates are
being measured by the National Atmospheric Deposition Program (NADP) by field and
laboratory analysis of wet deposition samples. The U.S. EPA is sponsoring a
National Dry Deposition Network (NDDN) to help estimate the dry deposition rates.
These dry deposition rates determined from mass and chemical analysis of filters,
meteorological, and biological information will ultimately be used to:

1) Document short- and long-term trends;
2) Calculate mass budgets;
3) Evaluate models; and
4) Support studies of deposition effects.

The NPS working in cooperation of the EPA has adapted the NDDN protocols
for use at selected monitoring stations. The equipment involved includes a
laboratory prepared filter sampling pack, air pump and flow controller, timing
systems, and a 10-meter tiltover sampling tower. The filter packs are returned
to the laboratory after field exposure for quantification of atmospheric sulfur
and nitrate concentrations.

The procedures for field operators are detailed in the following sections.
Careful handling of the filter pack and accurate recording of field observations
are essential for successful sampling. 
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B.7 NDDN FILTER PACK SAMPLING

The EPA supports a National Dry Deposition Network (or NDDN) to help
estimate atmospheric dry deposition rates. The National Park Service, working
in cooperation with the EPA, has adopted the NDDN protocols for use at
selected monitoring stations.  The dry deposition rates determined from
analysis of filters will ultimately be used to document trends and evaluate
biological effects.

The equipment involved includes a laboratory-prepared filter sampling
pack, an air pump and flow controller, an hour meter, and a 10-meter sampling
tower.  After field exposure for approximately one week, the filter packs are
returned to the laboratory for measurement of atmospheric sulfur and nitrate
concentrations.

To confirm that all systems are in good operational condition and that
filters are handled correctly, the operator is required to check each
component and change filters weekly.

A mailing tube is sent to your site monthly by QST Environmental, in
Gainesville, Florida.  In each tube you will find a sample filter pack
enclosed in a Ziplock7 bag and a Site Status Report Form (SSRF).  Filters are
generally changed each Tuesday.

PROCEDURES

B.7.1.1 Begin this week's filter change by completing the SSRF from
last week.  In the "Filter Off" column on last week's SSRF,
record the rotameter reading observed at the middle of the
ball.

B.7.1.2 Obtain the most recent SumX data logger’s 5 minute average
for the "Filter Off" "DAS Flow" entry by printing out the
current SumX hourly report.  Do so by entering:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

Ø H <ENTER>

Locate the last flow rate value on the printed summary. 
This is the Data Acquisition System (DAS) flow.  Record this
on last week’s SSRF.  Turn off the “echo by pressing
F5”again.

B.7.1.3 To change the filter, the flow tower must be lowered.  Since
the ozone inlet is also located on the tower, both the
"Ozone" (O3) and "Flow" (FLW) columns must be taken offline.

B.7.1.4 "Down" the ozone and flow columns by entering:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> <Shift><#>
(Press keys simultaneously)

CODE NPSAIR

DOWN WHICH COLUMN ? ___(for O3)<ENTER> <ENTER>

Locate the last flow rate value on the printed summary. 
This is the Data Acquisition System (DAS) flow.  Record this on last week's
SSRF.  Turn off
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DOWN WHICH COLUMN ? ___(for FLW)<ENTER>

DOWN WHICH COLUMN ? <ENTER>

B.7.1.5 Note on the strip chart and in the Site Log Book the time
the columns were downed.  Verify that the SumX data logger
has flagged the data by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

VIEW WHICH COLUMN(S) ___ ___(for O3 and FLW)
<ENTER>

IN VOLTAGE OR ENGINEERING
UNITS (V/E)? E

A "D" should appear to the right of the values presented,
indicating that the columns have been taken offline or
"downed."

The <ESC> key will return the SumX data logger to the ">"
prompt.

B.7.1.6 Turn off or unplug the flow pump and the hour meter.  Record
the hour meter reading on last week's SSRF in the "Elapsed
Time" box.

B.7.1.7 Lower the flow tower only during good weather (i.e., no
electrical storms, high winds, heavy ice buildup, or obvious
tower damage).  First remove the locking pin to allow the
tower to be lowered.  Then gently control its descent with
the attached rope.  Secure the tower by tying the rope to
the base.

B.7.1.8 Wearing clean vinyl gloves (provided by the OSC), remove the
filter pack from the tower by pulling back on the locking
ring of the quick disconnect.  Once the filter is removed,
the quick disconnect provides an airtight seal.  Insert the
plastic caps that were saved in the shipping container to
avoid contamination to the filter.  Place the filter pack in
its Ziplock7 bag.  Enter the date and time for "Filter Off"
on last week's SSRF form.  Remove your gloves and discard
them.

B.7.1.9 Observe the current reading of the Mass Flow Controller
(MFC) display.  It should be close to zero.  Make a note of
the value.  Turn on the pump to leak check the sampling
system.  Let the MFC value stabilize and record the value in
the "MFC Leak Check" box on last week's SSRF.  The new value
should also be close to zero.  Call the OSC if the zero
value is different now than before the pump was turned on. 
Now turn off the pump.

B.7.1.10 Record the expected ship date, then sign and date the form
on the "Prepared By" line.  At this point, last week's SSRF
should be complete.  The white copy and the filter you just
removed can be packed in last week's mailing tube for
shipment to ESE.  The yellow and gold SSRF copies should be
sent to the OSC, even though the form says to send these to
ESE.  The pink copy remains in your station notebook.

B.7.1.11 Check the water trap/drop bottle located inside the shelter
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at the bottom of the 3/8" vinyl tubing.  If any water is in
the trap, empty it, and record this in the "Notes" box. 

Note: Leaks are common at the water trap.  Make sure to seal
the trap completely if opened.

B.7.1.12 If you emptied water from the water trap or disturbed any
other NDDN plumbing fittings, repeat the leak check
procedure.  Record the "MFC Leak Check" results in the
"Filter On" column of this week's SSRF.

B.7.1.13 Enter the codes for the site name and number.  The codes are
found on the side of the filter housing and on the chain of
custody label.

B.7.1.14 Open the mailing tube that contains this week's filter and a
new SSRF.

B.7.1.15 Enter the date of the filter change, followed by the day of
the week.

B.7.1.16 On the "Chain of Custody" label, enter your name and the
date on the "Shipment Opened By" line.

B.7.1.17 Enter the filter pack number from the label on the filter
pack housing.

B.7.1.18 Back outside, release the vacuum at the filter quick
disconnect by pressing into the center of the connector
until you hear a faint rush of air.  Use a pen or small
screwdriver.

B.7.1.19 Inspect and/or replace the Teflon7 ozone inlet filter at
this time if this is an NPS weekly station check.  (Refer to
Section B.3).  Record in the site log book any filter
change/ inspection activity.

B.7.1.20 Put on clean vinyl gloves and remove the caps from the new
filter pack.  Seal the caps in the Ziplock7 bag and store
the bag in the mailing tube until next week.

B.7.1.21 Install the filter pack by pressing it into the fitting
until you hear a "snap", indicating a secure connection. 
Discard the gloves.

B.7.1.22 Raise the tower slowly and secure it by inserting the
locking pin.

B.1.7.23 Reset the hour meter to zero.  Turn the flow pump and hour
meter on.

B.7.1.24 Enter the "Filter On" date and time on the new SSRF, using
the Local Standard Time (LST) displayed by the datalogger
"T" command.

B.7.1.25 "Up" the "O3" and "FLW" columns to bring them back on-line
as follows:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> U



   SECTION:   B.7.1
   REVISION:  1.0
   EFFECTIVE: 6/96
   PAGE 4 OF 5

UP COLUMN NUMBER? ___(for O3)<ENTER>

UP COLUMN NUMBER? ___(for FLW)<ENTER>

UP COLUMN NUMBER? <ENTER>

Verify that the "O3" and "FLW" columns are on-line by
performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> A

VIEW WHICH COLUMNS? ___ ___(for O3 and FLW)<ENTER>

IN VOLTAGE OR ENGINEERING
UNITS (V/E)? E  <ENTER>

The "D" to the right of the concentration under the O3 and
FLW columns should be replaced with a "P" which should be
absent within 5 minutes.  If not, repeat the "Up" column
procedure described in this section.  On the O3 strip chart
paper, write "O3 on-line" along with the time and date. 
Note in the Site Log Book when the channel was brought back
on-line.

The <ESC> key will return the SumX data logger to the ">"
prompt.

 
B.7.1.26 Read the rotameter and record the value on the new SSRF

under the "Filter On" column.

B.7.1.27 After waiting 10 minutes, turn the echo on and enter an "H"
command at the prompt.  Record the latest datalogger flow
value to the "DAS Flow" box.

B.7.1.28 Proceed to the "Site Observations" block on the SSRF. 
Circle the precipitation conditions present outside your
shelter.

B.7.1.29 Observe the condition of the deciduous plants around the
shelter.  Mark the box that corresponds to the percentage of
leaves that have dropped, the percentage of leaves that have
fall color, and the percentage of leaves that are green. 
Look back at last week's form to make sure your findings
make sense.  This information is used to estimate the
respiration rates of the local plants.

B.7.1.30 Store the SSRF, Ziplock7  plastic bag, and caps in the
mailing tube for completion next week.
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Figure B.7.1-1.  Example SSRF Form.
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SECTION C STATION CONFIGURATION

An overall understanding of how a station works helps the station operator
communicate more effectively with monitoring support personnel, diagnose problems
with equipment, and resolve problems efficiently. Drawings of station configura-
tions and instruments have been included at the end of this section to assist the
operator in understanding and troubleshooting. Each station has a SumX SX445
Data Acquisition System (DAS), most stations have an ambient air intake manifold,
and all stations have an ozone analyzer and a transfer standard with varied
configurations. Figure C-1 diagrams the signal wire configuration present at
most NPS air quality stations. All signals must pass through the Signal Inter-
connect Panel (SIP) before being recorded by the DAS and strip chart recorder.
 
C.1 SUMX SX445 DATA ACQUISITION SYSTEM

The SumX SX445 Data Acquisition System (DAS) collects, processes, and
stores ozone, meteorological, and system parameter data. It also controls
calibration events and flags data for validation. Figure C-2, Rear View of SumX
SX445 Data Acquisition System, provides a drawing of the rear view of a SumX data
logger and the associated signal input and control output ports.

C.2 INTAKE/EXHAUST MANIFOLD

The ambient air intake manifold continuously draws air from the teflon-
coated green inlet hat, through the glass manifold, into the exhaust manifold,
through the fan and out the shelter wall. Figure C-3, Sample Intake/Exhaust
Manifold Diagram, illustrates the parts that comprise the intake manifold. 

C.3 ANALYZER FILTER HOLDERS

Particulate filters are used for all air quality analyzers in the NPS air
quality network. They prevent dust particles, insects and other debris from
entering the analyzer and collecting on the analyzer's optical surfaces. The
filters are changed when visible dirt is detected on them, typically every one
to two weeks, depending on station location and climatic season.

Two types of filter holders are used in the network. Both are shown in
Figure C-4, Analyzer Filter Holders. Although different in appearance and
servicing technique, they both accept the same filter element. Both filters are
designed to accept air flow in one direction only. The direction is clearly
indicated on each filter holder case. Take care to maintain the correct filter
orientation. The arrow should always point in the direction of air flow (towards
its analyzer).

C.4 OZONE MONITORING INSTRUMENTS

The analyzer and in-station transfer standard configurations vary across
the NPS air quality monitoring network. Table C-1, Equipment at NPS Air Quality
Monitoring Stations, presents the equipment located at each station. 

One of the following figures will illustrate, or closely approximate, the
configuration type at your station:

C.4.1 Dasibi-Dasibi Type Station

  Figure C-5 NPS Ambient Ozone Monitoring Configuration for
Dasibi-Dasibi Type Station

 Figure C-6 Close-up Illustration of Dasibi-Dasibi Front Panels
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C.4.2 Dasibi-CSI Type Station

 Figure C-7 NPS Ambient Ozone Monitoring Configuration for 
Dasibi-CSI Type Configuration

 Figure C-8 Close-up Illustration of a CSI Ozone Analyzer
Front Panel

C.4.3 Dasibi-Monitor Labs Type Station

 Figure C-9 NPS Ambient Ozone Monitoring Configuration for
 Dasibi-Monitor Labs Type Station

C.4.4 Monitor Labs Type Station

 Figure C-10 NPS Ambient Ozone Monitoring Configuration for
Monitor Labs Type Station

 Figure C-11 Close-up Illustration of ML 8550 and ML 8810 
Front Panels

C.4.5 Dasibi-API Type Station

 Figure C-12 NPS Ambient Ozone Monitoring Configuration for
Dasibi-API Type Station

 Figure C-13 Close-up Illustration of an API Analyzer Front
Panel

C.4.6 Monitor Labs-Dasibi-Dasibi Type Station

 Figure C-14 NPS Ambient Ozone Monitoring Configuration for
Monitor Labs-Dasibi-Dasibi Type Station

C.5 SERVICE BULLETINS

Some equipment malfunctions can be successfully repaired by the station
operator. The drawings found in this section will guide the replacement of
commonly replaced components. The OSC will direct these activities.

C.5.1 Electrometer Board Replacement in a Dasibi Ozone Analyzer

Any site with a Dasibi ozone instrument (1003-PC, 1003-RS, or 1003-AH) may
use the directions for electrometer board replacement in Figure C-15, Directions
on Electrometer Board Replacement for a Dasibi Ozone Analyzer.

C.5.2 Solenoid Leak Check/Replacement Procedures

All photometer-style ozone analyzers (Dasibi, Monitor Labs (ML), Thermo
Environmental (TECO), and others) rely on a 3-way solenoid valve and a "scrubber"
(ozone to oxygen convertor) as part of the measurement process. Both components
need to be operating at 100% efficiency for accurate ozone measurement. When
either of these components fail, the analyzer exhibits similar symptoms (low
response). The following procedures, when performed under the direction of the
OSC, will help identify the faulty component.

Over time, the solenoid valve may develop "leaks" allowing a partial flow
through a port that should be completely closed. This type of "leak" is a
"cross-port" leak (internal to the solenoid) and not a leak due to a loose nut
or fitting. The leak check procedures described in the following sections are
similar in concept no matter what the brand of ozone analyzer and differ only in
component arrangement.
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C.5.2.1 Dasibi 1003 - This procedure should be performed upon the
direction of the OSC. Please call the OSC before
you begin this or any instrument maintenance.

This procedure should be preceded and followed by
an overall instrument leak check (Section C.5.4)
to eliminate the possibility of a different
problem. Refer to Figures C-16, C-17, and C-18
to familiarize yourself with the component place-
ment within the ML 8810 ozone analyzer.

Remove the scrubber using the Kynar nuts. The
solenoid valve has two input ports and one output
port. (Crossport leaks can be detected by plug-
ging the input ports one at a time with your
finger. The sample side of the valve must be
plugged in two places, the sample inlet and the
scrubber tee (see Figure C-17). As the solenoid
valve switches from one input port to the other,
the plugged port should cause the flow rate, as
observed on the sample pump rotometer, to fall.
Observe the effect of plugging both ports sepa-
rately several times. A solenoid valve that has
no leaks should cause the rotometer ball to drop
and come to rest on the bottom of the rotometer
or vibrate while bouncing on the bottom of the
rotometer. A leak is indicated by the rotometer
ball not completely falling to the bottom.

Replacement of the solenoid valve is a straight
forward procedure that requires common hand
tools. Two nuts and lock washers located on the
bottom of the chasis hold the valve in place.
Kynar or teflon fittings attached to the old
solenoid valve may need to be installed onto the
new solenoid valve. Care should be given to
properly apply teflon tape to the pipe threads of
the fitting to ensure a leak-free connection.
Electrical connections are made with keyed con-
nectors and sockets eliminating the possibility
of error (e.g., plugging into the wrong socket).

C.5.2.2 ML 8810 - This procedure should be performed upon the
direction of the OSC. Please call the OSC before
you begin this or any instrument maintenance.

This procedure should be preceded and followed by
an overall instrument leak check (Section C.5.4)
to eliminate the possibility of a different
problem. Refer to Figures C-19, C-20, and C-21
to familiarize yourself with the component place-
ment within the ML 8810 ozone analyzer.

The solenoid valve has two input ports and one
output port. (Crossport leaks can be detected by
plugging the input ports one at a time with your
finger. As the solenoid valve switches from one
input port to the other, the plugged port should
cause the flow rate, as observed on the sample
pump rotometer, to fall. Observe the effect of
plugging both ports separately several times. A
solenoid valve that has no leaks should cause the
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rotometer ball to drop and come to rest on the
bottom of the rotometer or vibrate while bouncing
on the bottom of the rotometer. A leak is indi-
cated by the rotometer ball not completely fall-
ing to the bottom.

The solenoid valve is held in place by two nuts
on the overhead bracket. The two input ports and
on output port tubing connections must be discon-
nected from the valve as well as the Molex power
connector. The power cord to the instrument is
disconnected from the outlet to avoid shock
hazard. Call the OSC for special instructions
before attempting this procedure.

C.5.3 Photometer Lamp Adjustment/Replacement Procedure

C.5.3.1 ML 8810 - Contact the OSC for assistance if unfamiliar with
this procedure.

C.5.3.2 Dasibi 1003 - Contact the OSC for assistance if unfamiliar with
this procedure.

C.5.4 Overall Instrument Leak Check Procedure

Overall instrument leak checks should be performed as a troubleshooting
procedure before instrument maintenance or after replacement of a solenoid valve,
scrubber, photometer tube, or any other pneumatic component.

The overall leak check procedure is straightforward, easily performed, and
is similar with either the Dasibi series (1003-AH, -RS, -PC, or 1008) or Monitor
Labs 8810 analyzers or calibrator/transfer standards. 

Review Figures C-16 (Dasibi) or Figure C-19 (Monitor Labs) while performing
the following steps:

1) Remove the tubing from the sample inlet of the analyzer

2) Block the analyzer fitting tightly with a clean finger (or capped
fitting if available

3) Make sure the analyzer sample pump is operating. As the pump
evacuates air from the plugged sample chamber, the flow meter ball
should drop to zero (slowly) and stay at zero. It is also accept-
able if the ball is chattering (or bouncing) at the bottom of the
flow meter.

If any flow is indicated on the flow meter, a leak is occurring at one of
the following: the solenoid valve, scrubber, or other pneumatic fitting.
Tighten all fittings and repeat the test until no leaks are present.
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Figure C-1. Typical Air Quality Monitoring Station Wiring Configuration.
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Figure C-2. Rear View of SumX SX445 Data Acquisition System.



   SECTION: C
   REVISION: 0.0
   EFFECTIVE: 6/94
   PAGE 7 OF 26

Figure C-3. Sample Intake/Exhaust Manifold Diagram.
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Figure C-4. Analyzer Filter Holders.
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Table C-1

Equipment at NPS Air Quality Monitoring Stations

Site Calibrator Transfer Standard Analyzer SO2 Analyzer

BIBE 1003-PC 1003-AH

CANY 1003-PC 1003-AH

CRMO 1003-PC ML 8810

DENA 1003-PC 1003-AH

DEVA 1003-PC 1003-RS

EVER 1003-PC ML 8810

GRBA 1003-PC 1003-AH

GRCA 1003-PC ML 8810

GRSMCD 1003-AH 1003-PC

GRSMCM 1003-PC 1003-AH

GRSMLR 1003-PC 1003-RS

HALE 1003-PC 1003-AH

HAVO TECO 146 1003-PC CSI-OA325-2R ML 8850

INDU 5009-CP 5009-CP ML 8810 TECO 43

JOTR 1003-PC 1003-AH

LAVO ML 8550 ML 8810 ML 8810

MACA 1003-PC ML 8810

MORA 1003-PC 1003-AH

OLYM TECO 146 1003-PC ML 8810 TECO 43

PINN 1003-PC 1003-AH

REDW ML 8550 ML 8810 ML 8810

ROMO 1003-PC ML 8810

SEKIAM 1003-PC ML 8810

SEKIGG 1003-PC ML 8810

SEKILK 1003-PC ML 8810

SEKILP 1003-PC TECO 49

SHENBM 1003-PC 1003-AH

SHENDR 1009-CP 1009-CP 1003-AH

SHENSR 5009-CP 5009-CP 1003-AH

VOYA 1003-PC 1003-AH

YELL 1003-PC 1003-AH

YOSECM ML 8550 ML 8810 ML 8810

YOSEYV ML 8550 ML 8810 ML 8810

YOSEWV 1003-PC 1003-AH



   SECTION: C
   REVISION: 0.0
   EFFECTIVE: 6/94
   PAGE 10 OF 26

Figure C-5. NPS Ambient Ozone Monitoring Configuration for Dasibi-Dasibi
             Type Station.
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Figure C-6. Close-up Illustration of Dasibi-Dasibi Front Panels.
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Figure C-7. NPS Ambient Ozone Monitoring Configuration for Dasibi-CSI Type
             Configuration.
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Figure C-8. Close-up Illustration of a CSI Ozone Analyzer Front Panel.
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Figure C-9. NPS Ambient Ozone Monitoring Configuration for Dasibi-Monitor Labs
             Type Station.
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Figure C-10. NPS Ambient Ozone Monitoring Configuration for Monitor Labs Type
              Station.
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Figure C-11. Close-up Illustration of ML 8550 and ML 8810 Front Panels.
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Figure C-12. NPS Ambient Ozone Monitoring Configuration for Dasibi-API Type 
              Station.
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Figure C-13. Close-up Illustration of an API Analyzer Front Panel.
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         Figure C-14. NPS Ambient Ozone Monitoring Configuration for 
                       Monitor Labs-Dasibi-Dasibi Type Station.
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Figure C-15. Directions on Electrometer Board Replacement for a Dasibi Ozone
              Analyzer.
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Figure C-16. Dasibi Overall Leak Check.
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Figure C-17. Dasibi Leak Check of Solenoid Valve Sample Side.
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Figure C-18. Dasibi Leak Test of Solenoid Valve Scrubber Side.
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Figure C-19. Monitor Labs Overall Leak Test.
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Figure C-20. Monitor Labs Sample Side Solenoid Valve Leak Test.
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Figure C-21. Monitor Labs Scrubber Side Solenoid Leak Test.
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SECTION D PRECISION CHECKS

Precision checks are required by the Environmental Protection Agency (EPA)
for all monitoring instruments collecting data which is to be submitted to the
EPA Aerometric Information Retrieval System (AIRS) database. A valid precision
check, by definition, must be a pollutant concentration delivered to the analyzer
within the range of 0.080 to 0.100 ppm and the analyzer must respond within 10%
of the delivered concentration at least once every fourteen (14) days of analyzer
operation. All of the Dasibi calibrators (1003-PCs, 1009-CPs, and 5009-CPs),
Lear Siegler calibrators (ML 8550s), and Thermo Environmental calibrators (TECO
146) used by the NPS have been modified to automatically perform precision
checks. These checks are activated by the SumX data logger every 7 days. If
this automatic precision check is not valid, the precision check must be repeated
by the station operator. The SOPs contained within Section D guide the station
operator through a manually-activated precision check.

Span checks are similar in procedure but span data is used quite
differently than precision data. Spans are normally performed daily at 70-90%
of the full scale value of the analyzer (0.350-0.450 ppm). This is well above
any normally occurring ambient concentration. The primary purpose of performing
span checks is to track instrument drift and to evaluate analyzer performance.
Precision checks are performed in the 0.080 to 0.100 ppm pollutant concentration
range since this is the range where ambient concentrations, particularly ozone,
often occur. Precision checks are used to calculate the repeatability of the
data being collected by the analyzer.

Documentation of precision checks is critical since failure to perform
valid precision checks and/or inadequate reporting of precision checks are both
sufficient reasons for the data not being suitable for entry into the AIRS
database. In the case a manual precision check is activated by the station
operator, results must be thoroughly noted in the station log book. 

Weekly automatic and manually-activated precision checks are also
documented on a Weekly Zero/Span/Precision Check Control Form, previously
discussed in Section A.2.4. 
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D.1 MANUALLY-ACTIVATED OZONE CHECKS

Ozone precision checks are performed automatically once every 7 days. If
the automatic event does not occur due to equipment malfunction or power failure,
or if the results are not within acceptable ranges, a manual precision check will
need to be activated. Valid precision checks are required once every 14 days.

A manually-activated precision check utilizes all the same equipment,
tubing, and configuration as an automatic precision check. The difference is
that it is commanded to begin by manipulating the SumX data logger's "C" command,
either at the station keyboard or remotely from the station operators office, at
the OSC facility, or anywhere a terminal, phone line, and modem exist. If a
precision is manually-activated from a remote location, a message should be left
on the data logger indicating the activity, so the station operator can properly
annotate the strip chart during the next station visit.
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D.1.1 Precision Check of a Continuous Ozone Analyzer Using a Dasibi Model 1003-PC
Calibrator/Transfer Standard

D.1.1.1 Precision checks using a Dasibi 1003-PC calibrator/transfer
standard will be performed as follows:

 Automatically once every 7 days, immediately before the
automatically-activated daily Zero and Span.

 Manually activated at a minimum of once every 14 days,
whenever the automatic event activation sequence is not
occurring or whenever the automatically activated
Precision checks are invalid.

D.1.1.2 The precision check data will be presented on the SumX Daily
Summary in the CALIBRATION - RESULTS under LEVEL 1. The
station operator will transfer this data to the Weekly
Zero/Span/Precision Check Control Form (see Figure A.2-5). A
copy is sent to the DPC on a bi-monthly basis (see Section A).

D.1.2 Manually Activated Precision Checks

D.1.2.1 The following sub-sections describe the procedures used by the
station operator to perform a manually-activated precision
check.

D.1.2.2 Record on the O3 strip chart and in the station log book the
time (Local Standard Time), date, operator's first initial and
last name, "O3 off-line", and "Begin Precision Check."

D.1.2.3 Verify that the "AUTO O3 ADJ" (Automatic Ozone Adjust)
thumbwheel on the Dasibi 1003-PC calibrator is adjusted to the
precision point value (usually 110).

 
NOTES: If the previous precision check is outside the specified

range, notify the OSC.

D.1.2.4 Enter the calibration mode using the SumX data logger as
follows: 

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S) 
IN SEQUENCE? 03, 02 <ENTER>

NOTE: Within 60 seconds the SumX data logger control outputs
will activate the precision check. This will be
evidenced by the activation of the pneumatic isolation
valve (PIV), the ozone generator lamp, and calibrator
and sample pumps in the Dasibi 1003-PC.

D.1.2.5 With Events 03 and 02 activated in sequence, Event 03, the
Ozone Precision, will run for 30 minutes. After the completion
of Event 03, Event 02, the Ozone Zero, will be activated and
will run for 15 minutes.
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D.1.2.6 After approximately 45 minutes, return to the station and
observe the precision check results by performing the
following:

D.1.2.6.1 Depress the F5 key (ECHO) on the TRS keyboard to
activate the printer.

D.1.2.6.2 Print the precision results by performing the
following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> Z

D.1.2.7 The most recent calibration results will be printed. After a
legible copy of the CALIBRATION SUMMARY has been printed, de-
activate the printer by pressing the F5 key on the TRS
keyboard. The "ECHO" should be removed from the keyboard
display.

D.1.2.8 Review the precision check data and assess for validity using
the following criteria: The CAL ACTUAL LEVEL 1 must be between
0.080 and 0.100, and the corresponding O3 ACTUAL LEVEL 1 must
be within 10% of the CAL ACTUAL LEVEL 1 value. Record all
activities in the station log book. If the precision check
results are invalid, contact the OSC for additional assistance.

NOTE: It is also possible to access the SumX data logger and
perform these functions remotely via computer and
telephone modem. If this is done, make sure to
appropriately annotate the strip chart and station log
book during your next station visit.
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D.1.2 Precision  Check  (Automatic  and  Manual)  of  a  Continuous  Ozone  Analyzer
Using a Monitor Labs Model 8550 Zero Air System With an Ozone Source and
a Monitor Labs Model 8810 Transfer Standard

D.1.2.1 Automatic Precision Check

Precision checks using a Monitor Labs 8550/Monitor Labs 8810
will be performed as follows:

 Automatically once every 7 days, immediately before the
automatically-activated daily Zero and Span.

 Manually activated at a minimum of once every 14 days,
whenever the automatic event activation sequence is not
occurring or whenever the automatically activated
Precision checks are invalid.

D.1.2.1.1 The precision check data will be presented on the SumX
Daily Summary in the CALIBRATION - RESULTS under LEVEL
1. The station operator will transfer this data to the
Weekly Zero/Span/Precision Check Control Form (see
Figure A.2-5). A copy is sent to the DPC on a bimonthly
basis (see Section A).

D.1.2.2 Manual Precision Check

D.1.2.2.1 The following sub-sections describe the procedures used
by the station operator to perform a manually-activated
precision check.

D.1.2.2.2 Record on the O3 strip chart and in the station log book
the time (Local Standard Time), date, operator's first
initial and last name, "O3 off-line", and "Begin
Precision Check."

D.1.2.2.3 Enter the calibration mode using the SumX data logger as
follows: 

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S) 
IN SEQUENCE? 03, 02 <ENTER>

NOTE: Within 60 seconds, the SumX data logger control
outputs will activate the precision check. This
will be evidenced by the activation of the
pneumatic isolation valve (PIV), the ozone
generator lamp, and pumps in the zero air system
and the Monitor Labs 8810.

D.1.2.2.4 With Events 03 and 02 activated in sequence, Event 03,
the Ozone Precision, will run for 30 minutes. After the
completion of Event 03, Event 02, the Ozone Zero, will
be activated and will run for 15 minutes.
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D.1.2.2.5 After approximately 45 minutes, return to the station
and observe the precision check results by performing
the following:

1. Depress the F5 key (ECHO) on the TRS keyboard to
activate the printer.

2. Print the precision results by performing the
following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> Z

3. The most recent calibration results will be
printed. After a legible copy of the CALIBRATION
SUMMARY has been printed, de-activate the printer
by pressing the F5 key on the TRS keyboard. The
"ECHO" should be removed from the keyboard
display.

D.1.2.2.6 Review the precision check data and assess for validity
using the following criteria: The CAL ACTUAL LEVEL 1
must be between 0.080 and 0.100, and the corresponding
O3 ACTUAL LEVEL 1 must be within 10% of the CAL ACTUAL
LEVEL 1 value. Record all activities in the station log
book and transfer these results to the Weekly
Zero/Span/Precision Check Control Chart (see Section
A.2.4.1). If the precision check results are invalid,
contact the OSC for additional assistance.

NOTE: It is also possible to access the SumX data
logger and perform these functions remotely via
computer and telephone modem. If this is done,
make sure to appropriately annotate the strip
chart and station log book during your next
station visit.
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D.2.1 Precision  Check  of  a  Continuous  Ozone  Analyzer  and  a  Continuous  Sulfur
Dioxide Analyzer Using a Dasibi 5009-CP Dilution System With an Internal
Ozone Transfer Standard Photometer

D.2.1.1 A precision check of a continuous ozone analyzer and a
continuous sulfur dioxide analyzer using a Dasibi Model 5009-
CP Calibrator is accomplished by introducing to the analyzer's
sample stream, gasses of known SO2 and O3 concentrations in
the following ranges.

CALIBRATION POINT CONCENTRATION RANGE, PPM 

PRECISION 0.080 - 0.100 (SO2 and O3)

ZERO 0.000 (ZERO GAS)
                   

A precision check must be performed on the SO2 and O3
analyzers a minimum of every 14 days of operation (every 7
days is recommended), or when:

 
1. Daily SO2 span drift exceeds ±0.040 ppm of a known SO2

concentration, as determined by the results of the
dilution of a certified cylinder using the Dasibi 5009-
CP calibration system or daily O3 span drift exceeds
±0.040 ppm of a known O3 concentration, as determined by
the results of ozone span concentrations generated and
measured using the Dasibi Model 5009-CP calibrator/
photometer transfer standard;

 
2. Daily zero drift for either analyzer exceeds ±0.010 ppm

of 0.000;

3. Either analyzer is repaired for any reason; 
 

4. A power outage of more than 24 hours; and/or 
 

5. Physical relocation of either the SO2 or O3 analyzer or
the Dasibi 5009-CP calibrator. 

 
D.2.1.2 If not already completed, perform the sulfur dioxide analyzer,

the ozone analyzer, and the Dasibi 5009-CP calibration system
checks outlined in Section B. Record results on the Weekly
Station Checklists. Note in the station log book that Weekly
Station Checks were completed.

 
D.2.1.3 Change the "GAS" thumbwheel setting on the front of the Dasibi

5009-CP calibrator from the SPAN position to the PRECISION
position to as noted on the card affixed to the top of the
calibrator.

D.2.1.4 Change the "O3 ADJ" thumbwheel from "400" to "090".
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D.2.1.5 Place the SumX data logger in the command mode and activate
Event 04, the SO2 Precision, Event 05, the O3 Precision, and
Event 03, the Zero, as follows:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN 
 

> C 

CODE NPSAIR

ACTIVATE WHICH EVENTS 
IN SEQUENCE? 04, 05, 03, <ENTER>

D.2.1.6 Within a minute, the first event, Event 04, the SO2 Precision,
will activate as indicated by the illumination of the "AIR"
and "GAS" switches on the front of the Dasibi 5009-CP
calibrator. The external zero air supply pump will also be
activated.

NOTE: Switch the "DIAG" thumbwheel from "0" to "1". Verify
that the digital displays on the front of the Dasibi
calibrator for "GAS" and "AIR" match the flow readings
noted on the card affixed to the top of the calibrator.
If the digital readings do not match those noted on the
card, notify the OSC immediately for assistance. Switch
the "DIAG" thumbwheel back to "0".

The SO2 Precision will run for approximately 30 minutes
when activated in sequence. Since Events 04, 05, and 03
were activated in sequence, following Event 04, Event
05, the O3 Precision, will be automatically activated
and will run for approximately 30 minutes. Following
Event 05, Event 03, the Zero, will be automatically
activated and will run for approximately 15 minutes. 
       

D.2.1.7 Record on the SO2 and O3 strip charts "START SO2 AND O3
PRECISION CHECKS", the time, date, and operator's first
initial and last name. Note in the station log book the time
that the precision check sequence was activated.

D.2.1.8 After approximately one hour and fifteen minutes, return to
the site and verify that the events have de-activated. The
"AIR", GAS", and "OZONE" switches on the front of the 5009-CP
calibrator should now be off and the external zero air supply
pump should be de-activated.

D.2.1.9 Return the GAS thumbwheel setting on the front of the 5009-CP
calibrator to the SPAN position as noted on the card affixed
to  the  top  of  the  calibrator  and  return  the  "O3  ADJ"
thumbwheel from "090" to "400".

D.2.1.10 After entering the site password, print out the precision
check results by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> F5 (ECHO)

> Z
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D.2.1.11 The most recent calibration results will be printed. After a
legible copy of the CALIBRATION SUMMARY has been printed, de-
activate the printer by pressing the F5 key on the TRS
keyboard. The "ECHO" should be removed from the keyboard
display.

D.2.1.12 Review the precision check data and assess for validity using
the following criteria: The CAL ACTUAL LEVEL 1 must be
between 0.080 and 0.100, and the corresponding O3 ACTUAL LEVEL
1 must be within 10% of the CAL ACTUAL LEVEL 1 value. The SO2
ACTUAL LEVEL 1 must be between 0.080 and 0.100 ppm. Record
all activities in the station log book and transfer these
results to the Weekly Zero/Span/Precision Check Control Form
(see Section A.2.4). If the precision check results are
invalid, contact the OSC for additional assistance.

NOTE: It is also possible to access the SumX data logger and
perform these functions remotely via computer and
telephone modem. If this is done, make sure to
appropriately annotate the strip chart and station log
book during your next station visit.
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D.3.1 Precision  Check  (Automatic  and  Manual)  of  a  Continuous  Sulfur  Dioxide
Analyzer  Using  a  Thermo  Environmental  Instruments  (TECO)  Model  146
Dilution System

D.3.1.1 Automatic Precision Check

D.3.1.1.1 Precision checks using a TECO Model 146 Gas Dilution
System will be performed as follows:

1. Automatically once every 7 days, immediately before
the automatically activated daily zero and span;

2. At a minimum of once every two weeks whenever the
automatic event activation sequence is not
occurring or whenever the automatically activated
precision check response of the analyzer is not
within ±0.010 ppm of the known sulfur dioxide
precision concentration; and/or

3. Prior to adjusting the zero or span potentiometers
on the continuous sulfur dioxide analyzer.

As noted above, precision checks are automatically
performed every 7 days under the control of the SumX
data logger. In the event the automatic system
malfunctions or if a manual precision check is required,
proceed to Section D.4.1.4.

D.3.1.1.2 The precision check results will be presented on the
SumX data logger's daily summary on the CALIBRATION -
RESULTS under level 1. This data will be transferred to
the Weekly Precision Control Chart, with a copy sent to
the DPC on a bi-weekly basis (see Section A).

D.3.1.2 Manual Precision Check

3.3.1.2.1 A manually-activated automatic precision check of the
continuous sulfur dioxide analyzer is accomplished by
using the TECO 146 gas dilution calibrator to introduce
SO2 concentrations in the following ranges:

CALIBRATION POINT CONCENTRATION RANGE, PPM

ZERO 0.000 (ZERO GAS)

PRECISION 0.080 - 0.100

D.3.1.2.2 If not already completed, perform the TECO 146
calibrator and sulfur dioxide analyzer Weekly Station
Checklists as outlined in Sections B.2.6 and B.4.
Record results on the Weekly Station Checklists and in
the station log book.



   SECTION: D.3.1
   REVISION: 0.0
   EFFECTIVE: 5/94
   PAGE 2 OF 3

1. Place the SumX data logger in the command mode and
activate Event 04, the SO2 Precision, and Event 03,
the Zero, as follows:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE NPSAIR

ACTIVATE WHICH EVENTS 
IN SEQUENCE ? 04, 03 <ENTER>

2. Within a minute, the first event, Event 04, the SO2
Precision, will be activated as indicated by the
activation of the external zero air supply pump and
the upscale deflection of the AIR and GAS mass flow
meters on the front of the TECO 146 gas dilution
system.

NOTE: Verify that the digital displays on the
front of the TECO 146 for GAS and AIR match
the readings corresponding to the
thumbwheel and potentiometer settings as
noted on the gas meter calibration form.
If the digital readings do not match those
noted on the calibration form, notify the
OSC immediately for assistance.

The SO2 precision check will run for approximately
30 minutes when activated in sequence. Since
Events 04 and 03 were activated in sequence,
following Event 04, Event 03, the Zero, will be
automatically activated and will run for
approximately 15 minutes.

3. Record on the SO2 and O3 strip charts "START SO2
PRECISION CHECK, the time, date, and operator's
first initial and last name. Note in the station
log book the time that the precision check sequence
was activated.

D.3.1.2.3 After approximately 45 minutes, return to the station
and observe the precision check results by performing
the following:

1. Depress the F5 key (ECHO) on the TRS keyboard to
activate the printer.

2. Print the precision results by performing the
following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> Z

D.3.1.2.4 The most recent calibration results will be printed.
After a legible copy of the CALIBRATION SUMMARY has been
printed, de-activate the printer by pressing the F5 key
on the TRS keyboard. The "ECHO" should be removed from
the keyboard display.
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D.3.1.2.5 Review the precision check data and assess for validity
using the following criteria: The SO2 ACTUAL LEVEL 1
must be between 0.080 and 0.100. Record all activities
in the station log book and transfer the results to the
Weekly Zero/Span/Precision Check Control Chart (see
Section A.2.4.1). If the precision check results are
invalid, contact the OSC for additional assistance.

NOTE: It is also possible to access the SumX data
logger and perform these functions remotely via
computer and telephone modem. If this is done,
make sure to appropriately annotate the strip
chart and station log book during your next
station visit.
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E.1.1 Multipoint Calibration of a Continuous Ozone Analyzer Using a Dasibi
Model 1003-PC Calibrator/Transfer Standard

See Figure E.1.1-1, General Guidelines for Ozone Multipoint Calibrations,
to become familiar with your station operator responsibilities in regard to the
calibrations you will perform.

E.1.1.1 Calibration

E.1.1.1.1 The results of each calibration point are recorded on
the Ozone Multipoint Calibration Raw Data Worksheet for
Dasibi 1003-PC Calibrators (see Figure E.1.1.1-1). 

Calibration data are summarized and instrumentation
parameters are recorded on the Ozone Multipoint
Calibration Summary (see Figure E.1.1.1-2).

E.1.1.1.2 Calibration of the 03 analyzer is accomplished by
introducing gases of known concentrations, generated and
measured by the Dasibi 1003 calibrator/transfer
standard, through the normal sampling configuration, in
the following ranges:

 
CALIBRATION POINT CONCENTRATION RANGE, PPM 

 
1. 0.000 (ZERO GAS) 

2. 0.380 - 0.420

3. 0.150 - 0.200 

4. 0.030 - 0.080

5. 0.000 (ZERO GAS)

E.1.1.2 Frequency and Duration

E.1.1.2.1 The NPS AQD and its monitoring support contractors
recommend that ozone multipoint calibrations be
performed each month on the first Tuesday of that month.
Calibrations performed according to these procedures
should be completed in approximately one hour.
Additional calibrations may be required as a result of
the following:

 Daily span drift exceeds ±0.040 ppm of a known O3
concentration, as determined by the ozone
transfer standard

 Daily zero drift exceeds ±0.010 ppm of 0.000

 A power outage of more than 24 hours

 The analyzer is repaired or replaced

 The ozone calibrator/transfer standard is
repaired or replaced.
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1. Ozone multipoint calibrations are recommended monthly. The
calibration should be performed on the first Tuesday of each
month. Results of all multipoint calibrations are called into 
the Monitoring Support Contractor for evaluation and discussion.

2. The multipoint calibration is performed with no changes in the
sample line configuration. If the calibration is required as a
result of span drift, however, a sample line integrity check
(SLIC) will be required. Please perform SLICs only under the
direction of the Monitoring Support Contractor. If the slope
between the calibrator and the ozone analyzer is between 0.90 and
1.10, no SLIC is required.

3. The sequence of events for performing a multipoint calibration is
as follows:

CAL POINT PPM RANGE

1. ZERO

2. high value (concentration range between 0.380
and 0.420 ppm

3. mid-range value (concentration range between
0.150 and 0.200 ppm)

4. low range value (concentration range between
0.030 and 0.080 ppm)

5. ZERO

4. Upscale calibration points should be performed by activating event
03, the Precision Check event, since this provides the Dasibi
1003-PC calibrators to output calibration concentrations which
correspond to the "AUTO O3 ADJ" thumbwheel.

5. Zero calibration points are performed by activating Event 02
before and after running the upscale calibration points.

6. The following "AUTO O3 ADJ" thumbwheel values are recommended for
the upscale calibration points.

CAL POINT "AUTO O3 ADJ" Thumbwheel Setting

2. 420

3. 200

4. 080

NOTE: The position of the "AUTO O3 ADJ" thumbwheel during zero
calibration events is irrelevant since the ozone generator lamp is
not activated during the zero event.

Make certain to return the "AUTO O3 ADJ" thumbwheel to the auto
Precision Check position (110) after running the last upscale
calibration point.

Figure E.1.1-1. General Guidelines for Ozone Multipoint Calibrations.
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SITE NAME:            OPERATOR:                 1003-PC SAMPLE FLOW                    

DATE:                 CHART FORMULA:            1003-PC CAL FLOW                       

CAL POINT #1 (PPM RANGE ZERO) 
1003-PC AUTO O3 ADJ:       N/A       

CAL POINT #2 (PPM RANGE 0.380-0.420)
1003-PC AUTO O3 ADJ:                 

ANALYZER
DISPLAY

SUMX 
O3
EUs

1003-PC
DISPLAY

SUMX
CAL
EUs

ANALYZER
DISPLAY

SUMX
O3
EUs

1003-PC
DISPLAY

SUMX
CAL
EUs

1 1

2 2

3 3

4 4

5 5

MEAN MEAN

CHART %            CHART PPM           CHART %             CHART PPM          

CAL POINT #3 (PPM RANGE 0.150-0.200)
1003-PC AUTO O3 ADJ:                 

CAL POINT #4 (PPM RANGE 0.030-0.080)
1003-PC AUTO O3 ADJ:                 

ANALYZER
DISPLAY

SUMX
O3
EUs

1003-PC
DISPLAY

SUMX
CAL
EUs

ANALYZER
DISPLAY

SUMX
O3
EUs

1003-PC
DISPLAY

SUMX
CAL
EUs

1 1

2 2

3 3

4 4

5 5

MEAN MEAN

CHART %            CHART PPM            CHART %              CHART PPM         

CAL POINT #5 POST CALIBRATION ZERO VERIFICATION

ANALYZER
DISPLAY

SUMX
O3
EUs

1003-PC
DISPLAY

SUMX
CAL
EUs

1

2

3

4

5

MEAN

CHART %            CHART PPM              

  
     Figure E.1.1.1-1. Ozone Multipoint Calibration Raw Data Worksheet for 

             Dasibi 1003-PC Calibrators.
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  OZONE MULTIPOINT CALIBRATION SUMMARY
  USING A DASIBI 1003-PC OZONE CALIBRATOR

  SITE NAME:                               DATE:                                
  OPERATOR:                                

INSTRUMENT INFORMATION:

ANALYZER CALIBRATOR/
TRANSFER STANDARD

DATA LOGGER

 MANUFACTURER: DASIBI SUMX

 MODEL: 1003-PC 444/445

 SERIAL #

 NPS PROP #

 DATE OF CERT/CAL*

 INSTRUMENT XXXXXXXXXX

 SPAN SETTING XXXXXXXXXX

 SAMPLE FLOW-LPM XXXXXXXXXX

 SAMPLE FREQUENCY XXXXXXXXXX

 CONTROL FREQUENCY XXXXXXXXXX

 UV LAMP INTENSITY XXXXXXXXXX XXXXXXXXXX

MULTIPOINT CALIBRATION SUMMARY:

 NOTE: THE FOLLOWING CALIBRATION POINTS WERE INTRODUCED THROUGH THE SAMPLE PROBE IN THE NORMAL SAMPLE
CONFIGURATION. NO ADJUSTMENTS WERE MADE TO THE INSTRUMENTS.

CAL POINT PPM RANGE SUMX O3 EUs SUMX CAL EUs CHART % CHART PPM**

1. ZERO

2.     (0.380-0.420)

3.     (0.150-0.200)

4.     (0.030-0.080)

5. ZERO ***

LINEAR REGRESSION ANALYSIS: ANALYZER RESPONSE vs CALIBRATOR RESPONSE O3 PPM (Y) vs CAL PPM (X)
SLOPE:                           (1.100 > m > 0.900) RESULTS PHONED TO ARS ? (Y/N)___
INTERCEPT:                       (-0.005 < b < +0.005) ARS CONTACT: ___________________
CORRELATION:                     (r > 0.9995) RESULTS OK? (Y/N) ______________

            * Corresponds with the last contractor site visit OR instrument repair at support lab.
            ** SumX O3 EUs minus chart ppm must be < +/- 0.008 ppm.
            *** CAL POINT #1 minus CAL POINT #5 for SumX CAL EUs and SumX O3 EUs must be <0.003 ppm.

Figure E.1.1.1-2. Ozone Multipoint Calibration Summary.



   SECTION: E.1.1
   REVISION: 0.1
   EFFECTIVE: 12/94
   PAGE 5 OF 9

E.1.1.3 Instrumentation Information

E.1.1.3.1 Complete the Ozone Multipoint Calibration Raw Data
Worksheet for Dasibi 1003-PC Calibrators (see Figure
E.1.1.1-1) and the top section of Ozone Multipoint
Calibration Summary (see Figure E.1.1.1-2). Fill in the
site name, date, operator (first initial and full last
name), and chart formula. Please note that the 1003-PC
sample flow and cal flow cannot be recorded until a
calibration event is activated (see Sub-section
E.1.1.4.1).

E.1.1.3.2 Complete the INSTRUMENTATION INFORMATION section of the
Ozone Multipoint Calibration Summary. This information
is similar to the information required on the Weekly
Station Checklists. For assistance, please refer to
Section B, Weekly Station Checklists, or call the
Monitoring Support Contractor.

E.1.1.4 CAL POINT #1 (ppm range zero)

E.1.1.4.1 Activate event 02, the ozone zero using the SumX data
logger by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? 02 <ENTER>

NOTE: Immediately you should notice the activation of
the pumps in the Dasibi 1003 calibrator as
evidenced by the upscale response of the flow
rotameters on the front of the calibrator. These
flow readings should be recorded on the top of
the Ozone Multipoint Calibration Raw Data
Worksheet for Dasibi 1003-PC Calibrators.

E.1.1.4.2 Mark the strip chart indicating the time, date, "begin
ozone multipoint calibration", and your first initial
and last name. Note in the Station Log Book the time
that the event was activated and that the ozone
multipoint calibration has begun.

E.1.1.4.3 When the strip chart has stabilized (approximately 5
minutes), begin recording the readings from the front
panel displays of the ozone analyzer and the 1003-PC
calibrator and the SumX data logger engineering units
(EUs) on the Ozone Multipoint Calibration Raw Data
Worksheet for Dasibi 1003-PC Calibrators once every
minute for the next 5 minutes. 
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To obtain SumX data logger engineering units, perform
the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> M

VIEW COLUMN NUMBERS ____(O3)
____(CAL)<ENTER>

NOTE: Hit the space bar several times to get one minute
read outs. Pressing F5 (ECHO) will allow for
these values to be printed.

E.1.1.4.4 Once each minute for five consecutive minutes, record
the following in the CAL POINT #1 section of the Ozone
Multipoint Calibration Raw Data Worksheet for Dasibi
1003-PC Calibrators:

 The number displayed on the front of the analyzer
(OZONE CONCENTRATION PPM) under the ANALYZER
DISPLAY column on the data worksheet

 The number in the O3 column displayed on the
keyboard under the SumX data logger 03 EUs column
on the data worksheet

 The number displayed on the front of the
calibrator (OZONE CONCENTRATION PPM) under the
1003-PC DISPLAY column on the data worksheet

 The number in the CAL column displayed on the
keyboard under the SumX CAL EUs column on the
data worksheet

E.1.1.4.5 Average out each column on the data worksheet and record
in the row labeled MEAN (average).

E.1.1.4.6 Record the strip chart percentage and calculate and
record the chart ppm using the appropriate equation (the
equation should be written on a label affixed to the
chart recorder).

E.1.1.4.7 Transfer the information recorded in steps E.1.1.4.5 and
E.1.1.4.6 to the Ozone Multipoint Calibration Summary.

E.1.1.4.8 Escape out of the M function by pressing <ESC>.

E.1.1.4.9 Deactivate event 02 by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>
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ACTIVATE WHICH EVENT(S)? <ENTER>

DEACTIVATE WHICH EVENT(S)? 02 <ENTER>

NOTE: Immediately you should notice the de-activation
of the pumps in the Dasibi 1003 calibrator as
evidenced by the sudden quietness in the
monitoring shelter.

E.1.1.5 CAL POINT #2 (ppm range 0.380-0.420)

E.1.1.5.1 Change the AUTO 03 ADJ thumbwheel setting to 420.

E.1.1.5.2 Activate Event 03. This is normally the precision check
event, however, this event allows you to generate
predictable ozone concentrations by using the AUTO O3
ADJ thumbwheel. Because of the instrument offset, the
actual output concentration of the calibrator will be
approximately 20 parts per billion (0.020 ppm) below the
thumbwheel setting. Event 03 is activated as follows:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? 03 <ENTER>

E.1.1.5.3 Repeat steps E.1.1.4.3 through E.1.1.4.7 and record the
results in the CAL POINT #2 section of the Ozone
Multipoint Calibration Raw Data Worksheet for Dasibi
1003-PC Calibrators and in the Multipoint Calibration
Summary section of the Ozone Multipoint Calibration
Summary.

E.1.1.6 CAL POINT #3 (ppm range 0.150-0.200)

E.1.1.6.1 Change the AUTO 03 ADJ thumbwheel setting from 420 to
200.

E.1.1.6.2 Repeat steps E.1.1.4.3 through E.1.1.4.7 and record the
results in the CAL POINT #3 section of the Ozone
Multipoint Calibration Raw Data Worksheet for Dasibi
1003-PC Calibrators and in the Multipoint Calibration
Summary section of the Ozone Multipoint Calibration
Summary.

E.1.1.7 CAL POINT #4 (ppm range 0.030-0.080)

E.1.1.7.1 Change the AUTO 03 ADJ thumbwheel setting from 200 to
080.

E.1.1.7.2 Repeat steps E.1.1.4.3 through E.1.1.4.7 and record the
results in the CAL POINT #4 section of the Ozone
Multipoint Calibration Raw Data Worksheet for Dasibi
1003-PC Calibrators and in the Multipoint Calibration
Summary section of the Ozone Multipoint Calibration
Summary.
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E.1.1.8 CAL POINT #5 (Post Calibration Zero Verification)

E.1.1.8.1 Escape out of the M function by pressing <ESC>.

E.1.1.8.2 Return the AUTO 03 ADJ thumbwheel setting from 080 to
its original value (110).

E.1.1.8.3 Deactivate Event 03 by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? <ENTER>

DEACTIVATE WHICH EVENT(S)? 03 <ENTER>

E.1.1.8.4 Activate Event 02, Zero, by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? 02 <ENTER>

E.1.1.8.5 When the strip chart has stabilized (approximately 5
minutes), begin recording ONLY the SumX keyboard
readings (do not record analyzer and calibrator
displays) on the bottom of the data worksheet, once
every minute for the next 5 minutes.

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> M

VIEW COLUMN NUMBERS)? ____(O3)
____(CAL)<ENTER>

NOTE: Hit the space bar a couple of times to get one
minute read outs.

E.1.1.8.6 Average out each row on the data worksheet and record at
the end of the row in the column labeled MEAN.

E.1.1.8.7 Escape out of the M function by pressing <ESC>.
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E.1.1.8.8 Deactivate Event 02 by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? <ENTER>

DEACTIVATE WHICH EVENT(S)? 02 <ENTER>

E.1.1.8.9 Record "on-line" on the strip chart. Note in the
Station Log Book the completion of the ozone multipoint
calibration.

E.1.1.9 Linear Regression Analysis

A linear regression is a statistical method for finding a straight line
that best fits a set of x,y- data. The straight line provides a
relationship between the x- and y-variables: y = mx + b, where m is the
slope and b is the y-intercept.

To calculate the linear regression, use the "SumX CAL EUs" and the SumX O3
EUs" values from the Ozone Multipoint Calibration Summary Form. Assign x
to the SumX CAL EUs (independent variable) and y to the SumX O3 EUs
(dependent variable). Enter only one set of zero values (CAL POINT 1) and
the corresponding sets of values for CAL POINT 2, 3, and 4.

Phone the results of the calibration to the Monitoring Support Contractor
for evaluation and discussion. If you are unable to do so, or do not have
access to a calculator or computer program that will calculate the results
of the linear regression analysis, the OSC will perform these calculations
for you.

E.1.1.10 Sending Copies

Send the copy with the bi-weekly station visit report. Keep the originals
at the station.
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E.1.2 Multipoint Calibration of a Continuous Ozone Analyzer Using
 a Monitor Labs Model 8550 Calibrator and a Monitor Labs
 Model 8810 Transfer Standard

See Figure E.1.2-1, General Guidelines for Ozone Multipoint Calibrations,
to become familiar with your station operator responsibilities in regard to the
calibrations you will perform.

E.1.2.1 Calibrations

E.1.2.1.1 The results of each calibration point are recorded on
the Ozone Multipoint Calibration Raw Data Worksheet for
Monitor Labs (ML) 8550 calibrators (Figure E.1.2.1-1).

Calibration data are summarized and instrumentation
parameters are recorded on the Ozone Multipoint
Calibration Summary (see Figure E.1.2.1-2).

E.1.2.1.2 Calibration of the 03 analyzer is accomplished by
introducing gases of known concentrations, generated by
the ML 8550, and measured by the ML 8810 transfer
standard, through the normal sampling configuration, in
the following ranges:

 
CALIBRATION POINT CONCENTRATION RANGE, PPM 

 
1. 0.000 (ZERO GAS) 

2. 0.380 - 0.420

3. 0.150 - 0.200 

4. 0.030 - 0.080

5. 0.000 (ZERO GAS)

E.1.2.2 Frequency and Duration

E.1.2.2.1 The NPS AQD and the OSC recommend that ozone multipoint
calibrations be performed each month on the first
Tuesday of that month. Calibrations performed according
to these procedures should be completed in approximately
one hour. Additional calibrations may be required as a
result of the following:

 Daily span drift exceeds ±0.040 ppm of a known O3
concentration, as determined by the ozone
transfer standard

 Daily zero drift exceeds ±0.010 ppm of 0.000

 A power outage of more than 24 hours

 The analyzer is repaired or replaced

 The ozone calibrator/transfer standard is
repaired or replaced.
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1. Ozone multipoint calibrations are recommended monthly. The
calibration should be performed on the first Tuesday of each
month. Results of all multipoint calibrations are called into the
OSC for evaluation and discussion.

2. The multipoint calibration is performed with no changes in the
sample line configuration. If the calibration is required as a
result of span drift, however, a sample line integrity check
(SLIC) will be required. Please perform SLICs only under the
direction of the OSC. If the slope between the calibrator and the
ozone analyzer is between 0.90 and 1.10, no SLIC is required.

3. The sequence of events for performing a multipoint calibration is
as follows:

CAL POINT PPM RANGE

1. ZERO

2. high value (concentration range between 0.380
and 0.420 ppm

3. mid-range value (concentration range between
0.150 and 0.200 ppm)

4. low range value (concentration range between
0.030 and 0.080 ppm)

5. ZERO

4. Upscale calibration points should be performed by activating Event
01, the Span. Ozone concentration levels output by the ML 8550
calibrator are dependent upon the position of the "ozone"
intensity switch (1 through 6) and the "ozone" rotometer ball
height.

5. Zero calibration points are performed by activating Event 02
before and after running the upscale calibration points.

6. The following "ozone" intensity switch positions are recommended
for the upscale calibration points.

CAL POINT "OZONE" Switch Intensity

2. 5

3. 4

4. 3

NOTE: The ozone concentration output of individual calibrators is highly
variable and difficult to predict. A combination of "OZONE"
switch position and dilution flow rate (rotometer adjustment) may
be required to achieve the desired values. Do not adjust the
rotometer below 2.5. 

Return the "OZONE" intensity switch and rotometer ball height to
their original positions after the multipoint calibration.

Figure E.1.2-1. General Guidelines for Ozone Multipoint Calibrations.
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SITE NAME:            OPERATOR:                 ML 8810 SAMPLE FLOW                    

DATE:                 CHART FORMULA:            ML 8810 TRANSFER STANDARD FLOW         

CAL POINT #1 (PPM RANGE ZERO) 
ROTOMETER BALL HEIGHT        

CAL POINT #2 (PPM RANGE 0.380-0.420)
ML 8550 OZONE SWITCH          
ROTOMETER BALL HEIGHT         

ANALYZER
DISPLAY

SUMX 
O3
EUs

TRANSFER
STANDARD
DISPLAY

SUMX
CAL
EUs

ANALYZER
DISPLAY

SUMX
O3
EUs

TRANSFER
STANDARD
DISPLAY

SUMX
CAL
EUs

1 1

2 2

3 3

4 4

5 5

MEAN MEAN

CHART %            CHART PPM           CHART %             CHART PPM          

CAL POINT #3 (PPM RANGE 0.150-0.200)
ML 8550 OZONE SWITCH         
ROTOMETER BALL HEIGHT       

CAL POINT #4 (PPM RANGE 0.030-0.080)
ML 8550 OZONE SWITCH         
ROTOMETER BALL HEIGHT        

ANALYZER
DISPLAY

SUMX
O3
EUs

TRANSFER
STANDARD
DISPLAY

SUMX
CAL
EUs

ANALYZER
DISPLAY

SUMX
O3
EUs

TRANSFER
STANDARD
DISPLAY

SUMX
CAL
EUs

1 1

2 2

3 3

4 4

5 5

MEAN MEAN

CHART %            CHART PPM            CHART %              CHART PPM         

CAL POINT #5 POST CALIBRATION ZERO VERIFICATION

ANALYZER
DISPLAY

SUMX
O3
EUs

TRANSFER
STANDARD
DISPLAY

SUMX
CAL
EUs

1

2

3

4

5

MEAN

CHART %            CHART PPM              

  
     Figure E.1.2.1-1. Ozone Multipoint Calibration Raw Data Worksheet for 

             ML 8550 Calibrators.
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  OZONE MULTIPOINT CALIBRATION SUMMARY
  USING A MONITOR LABS 8550 CALIBRATOR

  SITE NAME:                                 DATE:                                
  OPERATOR:                                

INSTRUMENT INFORMATION:

ANALYZER
TRANSFER
STANDARD CALIBRATOR DATA LOGGER

 MANUFACTURER: MONITOR LABS SUMX

 MODEL: 8550 444/445

 SERIAL #

 NPS PROP #

 DATE OF CERT/CAL * *

 SPAN SETTING XXXXXXXXXX XXXXXXXXXX

 SAMPLE FLOW-LPM XXXXXXXXXX XXXXXXXXXX

 SAMPLE FREQUENCY XXXXXXXXXX XXXXXXXXXX

 CONTROL FREQUENCY XXXXXXXXXX XXXXXXXXXX

 UV LAMP INTENSITY XXXXXXXXXX XXXXXXXXXX

MULTIPOINT CALIBRATION SUMMARY:

 NOTE: THE FOLLOWING CALIBRATION POINTS WERE INTRODUCED THROUGH THE SAMPLE PROBE IN THE
NORMAL SAMPLE CONFIGURATION. NO ADJUSTMENTS WERE MADE TO THE INSTRUMENTS.

CAL POINT PPM RANGE SUMX O3 EUs SUMX CAL EUs CHART % CHART PPM**

1. ZERO

2.     (0.380-0.420)

3.     (0.150-0.200)

4.     (0.030-0.080)

5. ZERO ***

LINEAR REGRESSION ANALYSIS: ANALYZER RESPONSE vs CALIBRATOR RESPONSE O3 PPM (Y) vs CAL PPM (X)
SLOPE:                             (1.100 > m > 0.900) RESULTS PHONED TO ARS ? (Y/N)___
INTERCEPT:                         (-0.005 < b < +0.005) ARS CONTACT: ___________________
CORRELATION:                       (r > 0.9995) RESULTS OK? (Y/N) ______________

             * Corresponds with the last contractor site visit OR instrument repair at support lab.
             ** SumX O3 EUs minus chart ppm must be <±0.008 ppm.
             *** CAL POINT #1 minus CAL POINT #5 for SumX CAL EUs and SumX O3 EUs must be <0.003 ppm.

Figure E.1.2.1-2. Ozone Multipoint Calibration Summary.
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E.1.2.3 Instrumentation Information

E.1.2.3.1 Complete the Ozone Multipoint Calibration Raw Data
Worksheet for ML 8550 Calibrators (see Figure E.1.1.2-1)
and the top section of Ozone Multipoint Calibration
Summary (see Figure E.1.1.2-2). Fill in the site name,
date, operator (first initial and full last name), and
chart formula. Please note that the transfer standard
sample flow cannot be recorded until a calibration event
is activated (see Sub-section E.1.2.4.1).

E.1.2.3.2 Complete the INSTRUMENTATION INFORMATION section of the
Ozone Multipoint Calibration Summary. This information
is similar to the information required on the Weekly
Station Checklists. For assistance, please refer to
Section B, Weekly Station Checklists, or call the OSC.

E.1.2.4 CAL POINT #1 (ppm range zero)

E.1.2.4.1 Activate Event 02, the Ozone Zero, using the SumX data
logger by performing the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? 02 <ENTER>

NOTE: Immediately you should notice the activation of
the pumps in the ML 8550 as evidenced by the
upscale response of the flow rotometer on the
front of the calibrator. This flow reading
should be recorded on the Ozone Multipoint
Calibration Raw Data Worksheet for ML 8550
Calibrators in the "CAL POINT #1" block.

E.1.2.4.2 Mark the strip chart indicating the time, date, "begin
ozone multipoint calibration", and your first initial
and last name. Note in the Station Log Book the time
that the event was activated and that the ozone
multipoint calibration has begun.

E.1.2.4.3 When the strip chart has stabilized (approximately 5
minutes), begin recording the readings from the front
panel displays of the ozone analyzer and the ozone
transfer standard and the SumX data logger engineering
units (EUs) on the Ozone Multipoint Calibration Raw Data
Worksheet for ML 8550 Calibrators once every minute for
the next 5 minutes. 
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To obtain SumX data logger engineering units, perform
the following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> M

VIEW COLUMN NUMBERS 01 (O3)
02 (CAL)<ENTER>

NOTE: Hit the space bar several times to get one minute
read-outs. Pressing F5 (ECHO) will allow for
these values to be printed.

E.1.2.4.4 Once each minute for five consecutive minutes, record
the following in the CAL POINT #1 section of the Ozone
Multipoint Calibration Raw Data Worksheet for ML 8550
Calibrators:

 The number displayed on the front of the analyzer
(OZONE CONCENTRATION PPM) under the ANALYZER
DISPLAY column on the data worksheet

 The number in the O3 column displayed on the
keyboard under the SUMX 03 EUs column on the data
worksheet

 The number displayed on the front of the ozone
transfer standard under the transfer standard
DISPLAY column on the data worksheet

 The number in the CAL column displayed on the
keyboard under the SUMX CAL EUs column on the
data worksheet

E.1.2.4.5 Average out each column on the data worksheet and record
in the row labeled MEAN (average).

E.1.2.4.6 Record the strip chart percentage and calculate and
record the chart PPM using the appropriate equation (the
equation should be written on a label affixed to the
chart recorder).

E.1.2.4.7 Transfer the information recorded in steps E.1.2.4.5 and
E.1.2.4.6 to the Ozone Multipoint Calibration Summary.

E.1.2.4.8 Escape out of the M function by pressing <ESC>.

E.1.2.4.9 Deactivate Event 02, the Zero, by performing the
following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? <ENTER>

DEACTIVATE WHICH EVENT(S)? 02 <ENTER>
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NOTE: Immediately you should notice the de-activation
of the pumps in the ML 8550 calibrator as
evidenced by the sudden quietness in the
monitoring shelter.

E.1.2.5 CAL POINT #2 (ppm range 0.380-0.420)

E.1.2.5.1 Activate Event 01. This is the normal span check event
and should generate a concentration between 0.380 and
0.420. Event 01 is activated as follows:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? 01 <ENTER>

E.1.2.5.2 Repeat steps E.1.2.4.3 through E.1.2.4.7 and record the
results in the CAL POINT #2 section of the Ozone
Multipoint Calibration Raw Data Worksheet for ML 8550
Calibrators and in the Multipoint Calibration Summary
section of the Ozone Multipoint Calibration Summary.

E.1.2.6 CAL POINT #3 (ppm range 0.150-0.200)

E.1.2.6.1 Change the "ozone" intensity switch from 6 to 5. Make
additional adjustments to either the "ozone" intensity
switch and/or the "ozone" rotometer on the ML 8550
calibrator until the ML 8810 transfer standard indicates
the desired concentration (0.150 ppm to 0.200 ppm).

E.1.2.6.2 Repeat steps E.1.2.4.3 through E.1.2.4.7 and record the
results in the CAL POINT #3 section of the Ozone
Multipoint Calibration Raw Data Worksheet for ML 8550
Calibrators and in the Multipoint Calibration Summary
section of the Ozone Multipoint Calibration Summary.

E.1.2.7 CAL POINT #4 (ppm range 0.030-0.080)

E.1.2.7.1 Change the "ozone" intensity switch to a lower value.
Make additional adjustments to either the "ozone"
intensity switch and/or the "ozone" rotometer on the ML
8550 calibrator until the ML 8810 transfer standard
indicates the desired concentration (0.030 ppm to 0.080
ppm).

E.1.2.7.2 Repeat steps E.1.2.4.3 through E.1.2.4.7 and record the
results in the CAL POINT #4 section of the Ozone
Multipoint Calibration Raw Data Worksheet for ML 8550
Calibrators and in the Multipoint Calibration Summary
section of the Ozone Multipoint Calibration Summary.

E.1.2.8 CAL POINT #5 (Post-Calibration Zero Verification)

E.1.2.8.1 Escape out of the M function by pressing <ESC>.

E.1.2.8.2 Return the "ozone" intensity switch and the "ozone"
rotometer ball height to their original values.
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E.1.1.8.3 Deactivate Event 01, the Span, by performing the
following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? <ENTER>

DEACTIVATE WHICH EVENT(S)? 01 <ENTER>

E.1.2.8.4 Activate Event 02, the Zero, by performing the
following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>

ACTIVATE WHICH EVENT(S)? 02 <ENTER>

E.1.2.8.5 When the strip chart has stabilized (approximately 5
minutes), begin recording ONLY the SumX keyboard
readings (do not record analyzer and calibrator
displays) on the bottom of the data worksheet, once
every minute for the next 5 minutes.

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> M

VIEW COLUMN NUMBERS)? 01 (O3)
02 (CAL)<ENTER>

NOTE: Hit the space bar several times to get one minute
read outs.

E.1.2.8.6 Average out each row on the data worksheet and record at
the end of the row in the column labeled MEAN.

E.1.2.8.7 Escape out of the M function by pressing <ESC>.

E.1.2.8.8 Deactivate Event 02, the Zero, by performing the
following:

TRS KEYBOARD DISPLAY OPERATOR KEY-IN

> C

CODE: NPSAIR

ACTIVATE WHICH EVENT(S)
IN SEQUENCE? <ENTER>
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ACTIVATE WHICH EVENT(S)? <ENTER>

DEACTIVATE WHICH EVENT(S)? 02 <ENTER>

E.1.2.8.9 Record "On-Line" on the strip chart. Note in the
Station Log Book the completion of the ozone multipoint
calibration.

E.1.2.9 Linear Regression Analysis

A linear regression is a statistical method for finding a straight line
that best fits a set of x,y- data. The straight line provides a
relationship between the x- and y-variables: y = mx + b, where m is the
slope and b is the y-intercept.

To calculate the linear regression, use the "SumX CAL EUs" and the SumX O3
EUs" values from the Ozone Multipoint Calibration Summary Form. Assign x
to the SumX CAL EUs (independent variable) and y to the SumX O3 EUs
(dependent variable). Enter only one set of zero values (CAL POINT 1) and
the corresponding sets of values for CAL POINT 2, 3, and 4.

Phone the results of the calibration to the OSC for evaluation and
discussion. If you are unable to do so, or do not have access to a
calculator or computer program that will calculate the results of the
linear regression analysis, the OSC will perform these calculations for
you.

E.1.2.10 Sending Copies

Send the copy with the bi-weekly station visit report. Keep the originals
at the station.
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PREFACE

John Companius Holm’s weather records, taken without the benefit of instruments in 1644 and 1645,
were the earliest known observations in the United States. Subsequently such famous personages as
George Washington, Thomas Jefferson, and Benjamin Franklin maintained weather records spanning
many years.

The first extensive network of cooperative stations was set up in the 1890's as the result of an act 
of Congress in 1890 that established the Weather Bureau. Today, there are over 11,000 volunteer
cooperative observers scattered aver the 50 states, taking observations seven days a week throughout 
the year.

The above observers regularly and conscientiously contribute their time so that their observations can
provide the vital information needed to define the climate in their areas. The records are also used
constantly to answer questions and guide the actions of public agencies, agricultural and commercial
organizations, and individuals. Their records also form a basis for preparedness for national and local
emergencies, such as flooding.
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SECTION 1: COOPERATIVE WEATHER OBSERVER PROGRAM

1.1 PURPOSE OF HANDBOOK

The purpose of this handbook is to provide guidelines for taking and reporting observations at
cooperative stations. The instructions pertain to the exposure, operation, and maintenance of instruments
and equipment used by the observer. Instructions also cover taking and reporting observations.

1.2 DEFINITION OF COOPERATIVE STATION

A cooperative station is a station at which observations are taken or other services rendered by private
citizens, institutions (such as utilities and television stations), etc. Services rendered usually consist of
taking instrumental or visual observations and transmitting reports.

The equipment used may be owned by the NWS, by an individual company, or by another governmental
agency.

1.3 TYPES OF STATIONS

Although the majority of cooperative stations record precipitation amounts and maximum and minimum
temperatures, there are several other types of stations. For example, one station may record precipitation
only, while another station may record precipitation, temperature, and evaporation. One or more of the
following parameters may be reported.

a) Precipitation f) Soil temperature
b) Air temperature g) Agricultural data
c) River stage h) Atmospheric phenomena
d) Evaporation I) Flash flooding
e) Wind movement j) Road hazards

1.3.1 PRECIPITATION

Measurements are made of the amount of rainfall, depth of snow, and other forms of precipitation.
Records are kept of the character, type, and time of occurrence. Each station is normally furnished with a
nonrecording or a weighing-type recording gage.

1.3.2 AIR TEMPERATURE

Observations of the current air temperature, and of maximum and minimum temperatures between
observations, are taken and recorded daily. The stations are provided with maximum and minimum
thermometers and an instrument shelter for housing the thermometers, or a maximum-minimum
temperature system (MMTS).

1.3.3 RIVER STAGE

Daily observations of river stages are taken. These stations generally also record precipitation, weather
conditions, depth of snow or ice, and status of the river (rising or falling).
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Each station is normally furnished with a river gage appropriate for the station.

1.3.4 EVAPORATION AND WIND MOVEMENT

Daily Measurements are made of the amount of evaporation from an open, freely exposed pan.
Measurements are made of wind movement over the pan, temperature of the water, and at some stations,
wet- and dry-bulb temperatures of the air. The stations are provided with:

a) An evaporation pan and measuring apparatus (stilling well and gage).

b) An anemometer and, when required, a wet- and dry-bulb psychrometer and storage tank.

1.3.5 SOIL TEMPERATURE

Selected stations record the soil temperature daily. The stations are provided with thermometers or
sensing elements located in and under undisturbed bare or grass-covered soil at selected depths.

1.3.6 AGRICULTURAL DATA

At selected stations, observers forward weekly reports containing the effect of weather on crops and a
description of current farming operations in the locality.

1.3.7 ATMOSPHERIC PHENOMENA

Weather occurrences such as rain, cloud cover, hail, and thunderstorms are considered to be atmospheric
phenomena. Phenomena of severe enough nature to threaten life and property are usually reported when
they take place, rather than waiting to report them at the scheduled time of observation.

1.3.8 FLASH FLOODING

In areas where flash flooding may occur, observations of the conditions which cause flash flooding are
reported promptly. These conditions include heavy rainfall, river or creek stage, and the formation or
breakup of ice jams.

1.3.9 ROAD HAZARDS

Road hazards are created by weather conditions such as drifting snow, flooding, and blowing dust or
sand, and should be recorded.
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1.4 ESTABLISHING, MAINTAINING AND INSPECTING STATIONS

The NWS representative (i.e., your Cooperative Program Manager or service hydrologist) will be
responsible for the installation of all furnished instruments. He will instruct the observer in techniques of
weather observation, recording data, and caring for instruments and equipment. The NWS representative
will visit the station periodically for reviews. He can then discuss problems with observing and recording
weather data; also, for moving, inspecting, and maintaining the instruments and equipment.

1.4.1 MAINTENANCE

Instruments and equipment furnished to the station should be maintained in accordance with instructions
for each instrument. Instruments should not be moved or relocated without the approval of the NWS
representative. If immediate action is necessary to prevent damage, notify the NWS representative
promptly. The observer may install replacement parts unless otherwise indicated. Be sure to inform the
NWS representative when the growth of vegetation, trees, shrubs, or other changes affect the exposure of
instruments.

1.4.2 REQUESTING SUPPLIES

Instruments, report forms, envelopes, and all other supplies will be furnished or ordered by the NWS
representative. The observer should advise the NWS representative promptly when any forms, supplies,
or services are needed. This may be done by letter or special card—WS Form B-27 (exhibit 1.1).

Exhibit 1.1: WS Form B-27—Substation Supply Request/
Cooperative Station Supply Request
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1.4.3 REPORTING DEFECTIVE INSTRUMENTS

Damaged or defective Weather Service equipment and instruments should be reported to the NWS
representative, who will then inform the observer about arranging for the repair or replacement of the
equipment and/or instruments. The boxes and material in which thermometers, clocks, and other delicate
instruments are packed in should be saved. They can be used when returning defective units. The units
should be carefully packed in the same manner as they were received.

1.5 PREFERRED TIME FOR TAKING OBSERVATIONS

Observations at precipitation stations should be taken at 7 a.m. local time, although you may usually
choose any time between 6 a.m. and 8 a.m. Be sure, however, to take observations at the same time every
day throughout the year if at all possible. Continue observing at the same time whether standard or
daylight savings time is in effect; i.e., convert from 7 a.m. standard time to 7 a.m. daylight saving time
when the latter takes effect.

Evening observations are best for temperature stations (6 p.m. is the preferred time). Stations reporting
both parameters should report at a time agreed to with the NWS representative. Unless otherwise
directed, temperature and precipitation should be observed at the same time of day. Evaporation stations
should observe all elements in the morning when the evaporation rate is normally lowest. If an evening
observation time is established, it should be as late as possible.

1.5.1 RESETTING INSTRUMENTS

Reset the maximum and minimum thermometers only once each 24 hours, immediately after they have
been read. Nonrecording rain gages should be emptied after being read only once each 24 hours.
Thermometers and gages should be reset only at the time of observation agreed to with the NWS
representative. Instruments may be read at intermediate times, but they should not be reset.

1.6 FORMS

The National Weather Service (NWS) will furnish all forms you will need for recording weather data.
The cover page for each pad of forms contains the reporting instructions. In the proper spaces, enter your
station name (specified by your NWS representative), county, state, month and year , time of observation,
etc.

1.6.1 LEGIBILITY

Legible records are very important. A form that is difficult to read loses value. Use a sharp, medium-hard
pencil and good carbon paper. Replace the carbon paper when it no longer makes a legible copy. Draw a
line through (do not erase) erroneous entries and write the correct values above, below, or to the right or
left of the line.
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1.6.2 DISPOSITION OF RECORDS

Mail the original and first copy of the report promptly at the close of the period of record (usually
monthly). Keep an additional carbon copy for at least two months, in case the copies you mail are not
received. In some cases, the NWS representative may ask you to prepare additional copies.

The NWS will furnish postage-paid envelopes for mailing your records, ordering supplies, and reporting
defective instruments and equipments.
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SECTION 2: PRECIPITATION

2.1 INTRODUCTION

There are two types of precipitation: liquid and solid. Liquid precipitation includes rain and drizzle.
Since precipitation, by definition, falls to the ground, dew (which forms where it is found) is not
precipitation. Solid precipitation includes snow, hail, ice pellets, etc. Precipitation is measured in terms
of its depth:

a) Liquid (including the water equivalent of solid precipitation which has melted) to the nearest
hundredth of an inch, and

b) Solid to the nearest tenth inch.

2.1.1 PRECIPITATION GAGES

In its simplest form, a precipitation gage is an open-mouthed can with straight sides, installed with the
open end upward and sides vertical. Precipitation gages are also called rain gages. Improved gages record
the amount of precipitation falling per unit time on a chart (usually a punch tape or rotating drum). See
section 2.2 below.

2.1.2 EXPOSURE OF GAGES

The exposure of a rain gage is very important for obtaining accurate measurements. Gages should not be
located close to isolated obstructions such as trees and buildings, which may deflect precipitation due to
erratic turbulence. Gages should not be located in wide-open spaces or on elevated sites, such as tops of
buildings, because of wind and the resulting turbulence problems. The best location is where the gage is
uniformly protected in all directions, such as in an opening in a grove of trees. The height of the
protection should not exceed twice its distance from the gage. As a general rule, the windier the gage
location is, the greater the precipitation error will be.

Wind shields (exhibit 2.1) may be used to minimize the loss of precipitation. This loss is much greater
during snowfall than rainfall, so shields are seldom installed at cooperative stations unless at least 20
percent of the annual precipitation falls in the form of snow.

In areas where heavy snowfall occurs; e.g., mountainous areas in the western U.S., gages are mounted on
towers at a height considerably above the maximum level to which snow accumulates, at or somewhat
below the level of tree tops. See exhibit 2.2.

Good exposures are not always permanent. Man-made alterations to the area and the growth of
vegetation may change an excellent exposure to an unsatisfactory one in a very short time, necessitating
the moving of precipitation gages to sites having better exposures.
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Exhibit 2.2: Snow Tower

Exhibit 2.1: Snow Tower

PRECIPITATION
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2.2 TYPES OF PRECIPITATION GAGES

The specific types of gages now being used for measuring precipitation are:

a) Nonrecording b) Recording (weighing type)
1) 8-inch gage 1) Belfort (Fischer & Porter) gage
2) 4-inch gage 2) Universal gage

These are described below.

2.2.1 EIGHT-INCH NONRECORDING GAGE

This gage (exhibits 2.3 and 2.4) consists of the large diameter outer can (in the left-center of exhibit 2.4),
a smaller diameter measuring tube inside it (right-center), a funnel that connects the above two (right), a
measuring stick (bottom), and a support (left in exhibit 2.4). The outer can and top of the funnel are 8
inches in diameter. The funnel directs precipitation into the measuring tube, which is 20 inches tall and
holds exactly 2 inches of rainfall (additional rainfall will flow into the overflow can). This ten-to-one
ratio makes it possible to read rainfall amounts to the nearest hundredth of an inch. The measuring stick
is marked at .01 inch intervals.

  Exhibit 2.3: Eight-Inch    ` Exhibit 2.4: Eight-Inch
Nonrecording Gage, Assembled      Nonrecording Gage, Unassembled
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Exhibit 2.5: 
Four-Inch

Nonrecording Gage
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2.2.1.1 INSTALLATION AND MAINTENANCE

The metal support (exhibit 2.4, left side) must be firmly mounted on a horizontal platform to prevent it
from being blown or knocked over. The top of the gage must be horizontal. This should be checked by
laying a carpenter I s level across the open top of the gage in two directions, one crossing the other at
right angles. If the top is not level in both directions, report this to the NWS representative. If you level
the gage, please add a note to the observation form giving the date the defeat was discovered and the date
corrected.

Leaks in the tube or overflow can and should be reported promptly
to the NWS representative.

2.2.2 FOUR-INCH NONRECORDING GAGE

The four-inch gage (exhibit 2.5) consists of the outer overflow can
(lower left), measuring tube (center), a funnel (top) that catches
the precipitation and directs it into the tube, and a mounting
bracket with screws (lower right). The gage is made of clear
plastic. No measuring stick is needed because the measuring tube
is graduated to hundredths of an inch. This tube holds exactly one
inch of precipitation. Any additional amount will fall into the
overflow can and can be measured as with the eight-inch gage
(section 2.2.1).

2.2.3 WEIGHING-RECORDING GAGE

The weighing-type recording gage is designed to record the rate
and amount of precipitation. The precipitation rate is measured in
hundredths or tenths of an inch per unit time. The amount is
measured in hundredths or tenths of an inch. These gages consist
of a receiver with an inside diameter of exactly 8 inches that
funnels precipitation into a collector mounted on a weighing
mechanism.

There are two types of weighing gages
used by the NWS:
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a) The punched tape type, manufactured by Belfort Instruments or Fischer & Porter (exhibit 2.6), and:

b) The universal type (exhibit 2.7).

            Exhibit 2.6: Belfort Exhibit 2.7: Universal
      (Fischer & Porter) Recording Gage      Recording Gage  
                   

2.2.4 UNIVERSAL GAGE

Precipitation falls into the universal gage receiver, where it is funneled into a collector mounted on a
weighing mechanism. The weight of the precipitation in the collector compresses a spring, which is
connected to a pen (ink) arm. Ink from the pen leaves a trace on a paper chart, which is wrapped around a
clock-driven cylinder. The cylinder rotates continuously, making one revolution every 24 hours. Ink
tracings on the chart provide a "history" of precipitation rates and amounts.

Charts are graduated to the nearest .05 inch and may be read to the nearest .01 inch by interpolating
between the graduations. The total capacity of the gage is 12 inches, although the chart is graduated to
only 6 inches. When the 6-inch mark is reached, the pen of the chart reverses direction. The reverse in pen
direction is commonly referred to as "dual traverse."
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2.2.4.1 CALIBRATION AND EQUIPMENT PROBLEMS

The gage requires occasional calibration and other adjustments to maintain its accuracy. This will be done
by inspectors with special equipment. clock failure, or any trouble that cannot be corrected as described
below, should be reported immediately to the NWS representative.

2.2.4.2 GAINING ACCESS TO BUCKET AND CHART MECHANISM

You will need access to the chart and bucket in order to read or change the chart, wind the clock, or empty
the bucket. Most universal gages have an inspection door large enough to provide access to the clock and
chart. On gages with inspection doors too small for this, you can remove the receiver (top) and outer
shield to gain access.

2.2.4.3 PREPARATION OF CHARTS

Enter the following information in the spaces provided on the chart before putting the chart on the
cylinder:

a) Station name as specified by the NWS representative.

b) Date and local time, to the nearest minute, that the pen will be placed on the new chart.

Cross out P.M. when it is morning or A.M. when it is afternoon. When Daylight Saving Time is in use
locally, enter I'D" following A.M. or P.M. For example, if the chart is changed in the morning, enter
A.M.D.

2.2.4.4 INSTALLING AND REMOVING CHARTS

Charts should be changed on all of the following occasions.

a) At least once a week.

b) On the first day of each month.

c) Within 24 hours after precipitation has ended.

Do not change the chart during rain that is heavy enough to wet the trace and cause the ink to spread.
Rather than change the chart, empty the bucket during heavy rain when the bucket may overflow or the
capacity of the chart may be exceeded.

When installing and removing charts, make a vertical mark about 1/4 inch long on the chart (trace) by
gently touching the weighing mechanism which moves the pen. This mark will serve as a time check for
the office receiving the chart. If the pen is not making a trace on the chart, place a small dot on the chart.
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to mark the position of the pen. Draw a circle around the dot to identify it, and enter a note of explanation
on the chart (e.g., "chart removed").

2.2.4.5 CHANGING CHARTS ON GAGES WITH LARGE INSPECTION DOORS

a) Open the inspection door and make a time check on the chart.

b) Remove the pen from the chart by shifting the pen bar forward.

c) Remove the receiver.

d) Empty and replace the bucket except when charged with antifreeze or when oil has been used to
retard evaporation

e) Raise the outer shield (if so equipped) and rest it on the vertical guides.

f) Grasp the cylinder at the top with one hand and, with the other, gently lift it over the spindle.

g) Release the clip holding the chart. Avoid touching or storing the chart in a way that will cause the
trace to be smeared before it dries.

h) Wind the clock. Caution: the clock may stop if wound too tightly.

I) Wrap the new chart around the clock cylinder so the time reads left to right, and so the chart fits
smoothly and snugly on the clock cylinder. The chart base must uniformly contact the flange or
cylinder.

j. Replace the clip. Check to be sure that corresponding ends of each "inch" line coincide where they
meet. The exposed end of the chart must extend 1/4 inch to the right of the clip.

k. Replace the cylinder. Lower it gently aver the spindle until the gears mesh.

1. Re-ink the pen. Return it almost to the surface of the chart. Make sure it reads within .025 inch of the
last reading on the previous chart. It should read zero, however, if you have emptied the bucket,
unless the NWS representative specified some other value.

m. With the pen almost touching the chart, turn the cylinder until it reads three hours fast, then turn it
back so it reads the correct time. Be sure the time is correctly written on the chart.

n. Return the pen to the chart. Touch the weighing mechanism to make a vertical time check on the
chart. Replace the shield and receiver.
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2.2.4.6 CHANGING CHARM ON GAGES WITH SMALL INSPECTION DOORS

Use the following method on gages having small inspection doors.

a) Remove the receiver and shield (exhibit 2.6).

b) Make a time check or identify the pen position on the chart by touching the weighing mechanism.

c) Shift the pen bar forward and lift the pen from the chart.

d) Empty and replace the bucket, except when charged with antifreeze.

e) Grasp the chart cylinder at the top with one hand, and with the other, gently lift it aver the spindle.
Release the clip holding the chart, taking care not to smear the ink.

f) Wind the clock. Wrap the new chart around the clock cylinder so the time reads from left to right,
and so the chart fits smoothly and snugly. The chart base must uniformly contact the flange of the
cylinder.

g) Replace the clip. Check to be sure that corresponding ends of each "inch" line on the charts coincide.
The exposed end of the chart must extend 1/4 inch to the right of the clip.

h) Replace the cylinder. Lower it gently over the spindle until the gears mesh.

I) Re-ink the pen and return it almost to the surface of the chart. Note the amount the pen indicates on
the chart. It should indicate the same value (within .025 inch) as before the chart was changed. It
should read zero if the bucket was emptied unless the NWS representative has specified that it read
some other value at the time of the last calibration.

j) Return the pen to the chart. Touch the weighing mechanism to make a vertical time check on the
chart.

k) Replace the shield and receiver.

2.2.4.7 COMPLETING THE CHARTS

After removing the chart from the gage, enter the following.

a) The local time and date of removal, as, in section 2.2.4.3.b.

b) An arrow (\) with the word "on" at the place the timecheck was made when the chart was installed.



14

PRECIPITATION

c) An arrow ([) with the word "off" at the place the timecheck was made when the chart was removed.

d) Notes that will explain unusual or missing parts of the trace. Inspect the weighing gage daily to be
sure the clock is running and the pen is raking a trace. If the clock has stopped and cannot be
restarted, turn the cylinder forward ½ inch each day until the clock is replaced. The chart need not be
replaced until the time or precipitation range has been used or the clock is replaced. Contact the
NWS representative promptly for a replacement clock.

2.2.5 BELFORT (FISCHER & PORTER) PUNCH TAPE GAGE

Belfort Instrument Co. took over manufacturing of this gage in the early 1980's. It is gradually replacing
the universal weighing gage. Precipitation amounts are recorded at 0.10 inch increments. The maximum
capacity is 19.5 inches. A machine punches holes in a paper tape on a moving scroll every 15 minutes.
Although the punch tape is designed for automatic machine processing, it may be read visually by
summing the values of the holes punched. Punches are made for the following values: 0.1, 0.2, 0.4, 0.8,
1.0, 2.0, 4.0, 8.0 and 10.0 inches. For a precipitation amount of 3.7 inches, the following pinches would be
made: 2.0, 1.0, 0.4, 0.2 and 0.1 inches, the sum of which equals 3.7 inches.

An illustrated instruction bulletin is provided with each instrument. It should be consulted for details on
any specified model. The following sections refer to the Model #35B155911XX1 with an electronic
timer—the most recent model produced.

The Belfort gage shown in exhibit 2.7 is powered by a 6.75 volt DC battery. The measuring device 
consists of:

a) a collection bucket for receiving and storing precipitation,

b) a weighing device for measurement, and

c) an indicator dial showing the amount of precipitation collected to the nearest whole inch.

2.2.5.1 OPERATION AND MAINTENANCE

The NWS representative will place the gage in operation and explain its operation to the observer. The
observer should do the following.

a) Inspect the gage weekly to assure that the tape is at the proper time. Red figures on the left side of the
tape indicate the days. Make a dial reading and enter it on the observer form. If the tire indicated on
the tape is in error by more than an hour (4 spaces), reset it to the correct time. Make a notation of
this on the tape. Refer to section 2.2.5.2 for Instructions on setting the tape to the correct time. Do
not make manual punches before adjusting or removing the tape.
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b) If the reading on the indicator dial is near or exceeds 10 inches, either remove and empty the
collector or unhook the plastic drain tub from the rim and lower to the drainage position, diverting
the stream away from the instrument. CAUTION: do not spill or empty where oil and antifreeze will
damage the grass or other vegetation. Replace the collector on the force post. Fasten the drain tube
hook firmly aver the edge of the collector. Rotate the zero adjustment knob until the code disk
pointer is at the exact "zero" position. Add one pint of oil (supplied by the NWS representative) to
the collector. During the time of year when snow or freezing weather may be expected, you must
remove the funnel and you must add antifreeze to the collector. Replace the hood.

c) As soon as possible after the beginning of each month (or as requested), remove the recorded portion
of the tape. Advance the tape so about 20 inches of blank tape are included following the punched
portion. Remove the tape by slipping it off the end of the take-up spool. Mark the date, time of
removal (indicating standard or daylight time), and station name and number on the recording tape.
Include any other information that may be helpful -in processing the tape.

d) Check the amount of tape remaining on the spool. If there is enough for the next entire month,
rethread the loose end of the tape from the supply roll onto the take-up spool. Install a new roll of
tape when necessary. Make sure that the printed side of the tape is right-side-up when facing the
front of the instrument and that the tape is threaded through the punch arm assembly and paper guide.

e) Set the tape to the correct time (section 2.2.5.2) and mark the day and month on it.

f) Remove and empty the chad tray.

g) Put the punched tape for the past month in one of the mailers supplied by the NWS representative
and mail. Be certain that a mailing address has been stamped on the mailer. If not, obtain the address
from the NWS representative and request new mailers that are properly addressed.

h) Close and fasten the door with both latches to keep out dust and moisture. Insert the latch cover in its
retainer on the base of the gage. The slot near the top should be over the padlock eye on the hood.
The latch cover need not be installed if it is not necessary to lock the gage.
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Exhibit 2.8: Belfort Recorder—Front View with Cover Removed

 PRECIPITATION

2.2.5.2 SETTING THE TAPE TO THE CORRECT TIME

The electronic timer will trigger the gage to punch every 15 minutes. The power switch must be "ON."
When the leads from the timer are connected to the battery, the recorder will punch 33 seconds after
pushing the manual punch button. The best time to change the tape is immediately after a routine punch-
out. This will allow 15 minutes to change the tape without missing any readings.
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Set the tape to the correct time, as follows.

a) With the power switch "OFF," feed the tape through the die block onto the take-up spool. Continue
feeding the tape until the first time line to appear above the die block reads two hours before the
current tine. See exhibit 2.8.

b) Turn the power switch to the "ON" position and push the button to advance the tape at least 8 lead
punches or until the time line on the tape corresponding to the next 15-minute time interval is lined
up with the holes in the punch block. Next, draw a line across the tape just above the punching
block, using a felt tip pen. Write the date and time on the tape. This reference will determine the
actual start of the record. The next punch should occur at the next 15-minute clock interval and it
should agree with the time shown by the tape within 15 minutes. Hold the button down 5 seconds
for each punch.

2.2.6 WINTER OPERATION

During the season when frozen precipitation (except hail) or freezing temperatures are likely to occur,
both of the above types of gages need to be winterized, as described below.

a) At the start of winter, remove the funnel from the collector. Snow rings (on some universal gages)
should be installed in place of the funnel.

b) Empty the bucket or collector and replace it in the gage. Remove and replace the collector very
slowly on Belfort gages to avoid breaking a cable in the mechanism.

c) On the universal gage, turn the adjusting knob so the pen reads zero on the chart. On the Belfort
gage, rotate the zero adjusting knob until the code disk pointer is at the exact position.

d) On the universal gage, pour one quart of antifreeze (supplied by the NWS representative) into the
bucket. Do not use commercial antifreeze or add water.

On the Belfort gage, pour two quarts of the above antifreeze into the collector. Do not add water.

e) Make no adjustments to the gage after antifreeze has been added. The pen should rest between the 1
and 2 inch lines after antifreeze has been added to the universal recorder. The dial on the Belfort
gage should read between 2 and 3 inches.

f) Enter a note on the chart or tape identifying the time and date the gage was charged with antifreeze.
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2.2.7 ROUTINE MAINTENANCE

Take the following actions during the year.

a) Stir the antifreeze solution occasionally during the winter, especially after rain or snow, to help
maintain a uniform mixture.

b) Equity the universal recorder bucket when the pen reaches approximately the 5-inch level. Empty or
drain the Belfort gage when the 10-inch level is reached. Do not adjust the pen in either case.

c) Change charts on universal gages, as follows:

1) On the first day of each month. 
2) After each measurable rain or snow. 
3) Once each week.

Change tapes on the Belfort gage on the first of each month.

d) Notify your NWS representative when additional antifreeze materials are needed.

e) Mail recorded data as instructed by the NWS representative.

2.3 HOW TO MEASURE RAINFALL

2.3.1 BELFORT GAGE

See section 2.2.5 for instructions on reading the Belfort gage.

2.3.2 UNIVERSAL GAGE

The universal gage may be read directly from the trace on the drum. If the gage did not read zero at the last
observation time, subtract the previous reading from the current reading.

2.3.3 FOUR-INCH NONRECORDING GAGE

The four-inch clear plastic gage may be read directly by observing the marks etched in the measuring tube.
This tube holds up to one inch of water. If more than an inch of rain has fallen, empty the water in the
measuring tube, pour the water in the overflow cylinder into the tube, measure it, and add this to the
amount originally in the measuring tube. Repeat this if more than two inches have fallen. When finished,
put the emptied measuring tube back inside the empty outer cylinder and replace the funnel on top.
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2.3.4 EIGHT-INCH NONRECORDING GAGE

Remove the funnel and insert the measuring stick into the bottom of the measuring tube, leaving it there
for two or three seconds. The water will darken the stick. Remove the stick and read the rainfall amount
from the top of the darkened part of the stick. Example: if the stick is darkened to three marks above the
0.80 inch mark (the longer horizontal white line beneath the 0.80), the rainfall is .83 inch.

If the measuring tube is full (indicating at least two inches of rain), empty the tube carefully to avoid
spilling any water back into the overflow can. Allow a few seconds for all the water to drain from the tube.
Then pour the water from the overflow can into the measuring tube. Measure this amount and add it to the
two inches already emptied from the tube. If more than four inches of rain has fallen, the measuring tube
will be filled at least twice.

When finished, put the emptied measuring tube back inside the empty outer can and replace the funnel 
on top.

2.4 MEASURING THE WATER EQUIVALENT OF SNOWFALL

The Belfort and universal gages measure precipitation by weighing it. Thus, snow falling into these gages
is automatically measured, and no melting is required. This value is the water equivalent. If snow or ice is
stuck to the inside of the funnel, it should be scraped loose and allowed to fall into the antifreeze solution
before taking a reading.

For nonrecording gages, remove the funnel and measuring tube from the outer can during winter or
whenever snow is likely to fall. The water equivalent of frozen precipitation that has fallen into the gage
can be determined by following these steps. 

a) Bring the overflow container that contains the snow into a warm building. 

b) Wait for the snow to melt. 

c) Pour the melted snow into the measuring tube. 

d) Measure this as you would measure rain.

Melting the snow can be accelerated by carefully measuring an amount of warm water in the measuring
tube, pouring this in the overflow can with the snow, letting the snow melt, measuring the total amount of
melted precipitation, then subtracting the amount of water added.

Take care not to leave water standing in the gage if the temperature is expected to drop below freezing, as
this can bend and crack it, causing leaks.



20

PRECIPITATION

2.4.1 OBTAINING CORE SAMPLES OF SNOW

In cases where strong winds or drifting snow prevent the gage from receiving
the correct amount of snow, or when snow overflows the gage or clings to the top to block snow from
falling inside, direct measurements can be very
inaccurate. Often the best solution in these cases is to take a core sample.
Do this as follows.

a) Find an area where drifting is minimal. This will usually be a flat area away from obstructions such
as trees and buildings, although obstructions at some distance can help minimize drifting.

b) Invert the overflow can and force it down through the snow. The rim will cut a cylindrical vertical
sample. If the snow is very deep, it may be necessary to push the can part way to the ground. Then,
remove and empty the snow into a container, and insert the can in the same hole to obtain the rest of
the snow.

Caution! Do not push the can through snow that was measured at the previous observation, or its water
equivalent will be counted in both measurements.

c) Slip a piece of sheet metal or thin wood beneath the mouth of the can to prevent the snow from
falling out.

d) Take the snow indoors, melt it, and obtain the water equivalent as described in section 2.4.

e) If there is a question about the accuracy of the water equivalent of snow measured directly in the
can, compare it with the amount determined by a core sample and use the larger of the two readings.

2.5 MEASURING THE DEPTH OF FROZEN PRECIPITATION

2.5.1 DEFINITION

Although frozen precipitation includes snow, ice pellets, glaze, hail, and sheet ice formed directly or
indirectly from precipitation, the following text will use the word "snow" for all of the above.

Two types of snow depth are reported:

a) The depth of newly fallen snow (snow having fallen since the previous scheduled time of
observation), reported in inches and tenths.

b) The total depth of snow on the ground (new and old), reported to the nearest whole inch.
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2.5.2 MEASURING WITH A MEASURING STICK

Find a location where the snow appears to be near its average depth. This may be difficult if the snow has
drifted. Look for a flat, somewhat open area away from buildings and trees. Some trees in the distance
may be helpful in breaking the wind, preventing drifting, and thus providing for a more even distribution
of the snow.

Measure the depth with a sturdy measuring stick, such as that used with the 8-inch nonrecording gage, a
ruler, or a yardstick. Convert readings to the nearest tenth inch. If using the 8-inch gage stick, multiply the
scale reading by 10; i.e., if it reads 1.15 inches, the snow depth is 11.5 inches. Measure the depth at
several locations and use an average depth if drifting has occurred.

When snow has fallen between observation times and has been melting, measure its greatest depth on the
ground while it is snowing, or estimate the greatest depth. If all snow melted as it fell, enter a trace for the
snowfall.

2.5.3 MEASURING NEW SNOW FALLING ON TOP OF OLD SNOW

When fresh snow has fallen on old snow, it is necessary to measure the depth of the new snow (tenths of
inches) and the total depth of all snow (whole inches). Snow boards (section 2.5.4) provide the best
method of taking measurements in this case. If you do not have a snow board, and if the old snow has
settled or partially melted enough to develop a crust or to be noticeably denser than the new snow, it may
be possible to insert the snow stick until it meets the greater resistance of the crust of old snow, and to use
this depth as the amount of new snow having fallen. Sometimes pollution or partial melting will give the
old snow a darker color than the new. If so, cut a vertical core through the snow down to the ground.
Measure the new (whitest) snow depth to the nearest tenth inch, and the total snow depth to the nearest
inch.

2.5.4 SNOW BOARDS

Snow boards (exhibit 2.9) are laid on top of the old snow when there is any possibility of new snow
falling. They may be made of thin lumber or other light material (Styrofoam) that will not sink into the
snow, yet be heavy enough not to blow away. They should be painted white. Push them into the snow just
far enough that the top of the board is level with the top of the snow. A 16" X 16" snow board will allow
cutting more than one snow sample.

After each observation, boards should be cleaned and placed in a new location. Because of evaporation or
drifting, they may need adjusting daily to assure that the top of the board remains flush with the old snow.
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2.5.5 SNOW STAKES

Snow stakes are used in geographical areas frequently having deep snowfalls, as in the western mountains
and to the lee of the Great lakes. Stakes should be graduated in whole inches, with numerals inscribed at
10-inch intervals; i.e., “20" for 20 inches. Stakes should be sturdy, water-resistant, and painted white to
minimize snow melt around them. If possible, they should be located on level ground where the snow
depth is typical of the area. In hilly areas, select a northerly exposure Northern hemisphere). The area
around the stake should be free from trees, buildings and other obstructions that could seriously affect the
wind flow around the stake. Low, leafless bushes, however, can be beneficial in reducing drifting. The
stakes may be mounted on a securely anchored vertical post or other support.

Exhibit 2.9: Snow Board

2.6 KEEPING AND MAILING RECORDS

2.6.1 PURPOSE

One of the most important tasks of the cooperative observer is to record precipitation and other data on
forms that are mailed, either directly by the observer or through the NWS representative, to the National
Climatic Data Center (NCDC) . NCDC archives and publishes these records, which comprise the major 
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part of our information on the climatology of the U.S. The monthly reports sent to the NWS representative
or directly to NCDC, as well as hazardous weather events (heavy rain, flooding, severe storms, etc.)
reported immediately to weather offices by designated observers, are the real payoff of the cooperative
observer program.

The forms used most often by cooperative observers are WS Form B-82 (formerly Form F-7) and Form B-
91 (formerly WS Form E-15). These are described below.

2.6.2 WS FORK B-82 (FORMERLY WS FORM F-7), "OFFICIAL WEATHER OBSERVER’S
RECORD”

The purpose of this handy pocket-sized pad of forms (exhibit 2.10) is to record observations while reading
the instruments. Information recorded on Form B-82 is then transferred to the official permanent record,
WS Form B-91. Each pad of B-82 forms is intended to last one month. Form B-82 contains complete
instructions for recording observations. This form is not to be mailed and may be retained by the observer.

Exhibit 2.10: WS Form B-82—Official Weather Observer's Record

2.6.3 WS FORM B-91, "RECORD OF RIVER AND CLIMATOLOGICAL OBSERVATIONS"

The information on one of WS Form B-82 is transferred to one line of Form B-91 (exhibit 2.11). For
example, information for March 23 on Form B-82 is transferred to the line designated for the 23rd day of
the month on the B-91. Each B-91 contains space for an entire month's observations. The NWS
representative will instruct you as to how many carbon copies are required, and to whom to send them. 
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Forms should be mailed as soon as possible, but no later than the fifth day of the following month.
Complete instructions for filling out the B-91 are contained on the cover pages of the form.

Exhibit 2.11: WS Form B-91 (Formerly WS Form E-15)
Record of River and Climatological observations

2.7 REAL-TIME REPORTING OF PRECIPITATION, TEMPERATURES AND HAZARDOUS
WEATHER EVENTS

You may be among the many observers requested to report precipitation (and in sane cases, temperature)
values to an NWS office every day or whenever a certain minimum amount of precipitation has fallen. If
you agree to do this, your information will be vital to the NWS river and flood forecast and warning
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program. During the winter, you may be requested to measure and report the water content (water
equivalent) of snow on the ground twice a week. This information helps the NWS forecast the amount of
runoff and potential flooding from snow melt during warm spells or the spring thaw. Some observers
maintain precipitation gages from which the data are automatically interrogated by telephone or satellite.

The NWS may also ask you to report immediately by telephone any severe weather event that may
endanger life and property. This information will aid in determining the need for warnings of severe
weather. If you participate in this program, you will be asked to report one or more of the following types
of events.

a) Flash flooding (give the time of your observation and state if the water level is rising or falling).

b) Severe thunderstorms with damaging winds (50 mph or stronger) or 3/4 inch or larger hail.

c) Excessive rain; i.e., 0.50 or 1.00 inch or more per hour.

d) Unusual snow accumulation (4 inches or more, or as instructed).

This special reporting is entirely voluntary and is not intended to interfere with the regular weather duties
you agreed to do for the NWS. However, these extra reports can be valuable means of saving lives and
minimizing the destruction of property.
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Exhibit 3.1: Liquid-in-Glass Maximum and Minimum Thermometers

SECTION 3: AIR TEMPERATURE

3.1 DEFINITIONS

The word temperature as used in Section 3 refers only to the air temperature. Temperature readings are
taken from maximum and minimum thermometers, or from the digital displays of maximum-minimum
Temperature systems (MMTS).

The minimum temperature is the lowest temperature to have occurred since the minimum thermometer or
MMTS was last read and reset.

The maximum temperature is the highest temperature since the maximum thermometer or MMTS was last
read and reset.

The current temperature is the temperature at the time the thermometer or MMTS is read. This is read
from the maximum thermometer while in a vertical position after it has been whirled.

3.2 TYPES OF THERMOMETERS

There are two types of temperature sensors in common use at cooperative stations: the liquid-in-glass
maximum and minimum thermometers (exhibit 3.1) and the MMTS (exhibit 3.2). Exhibit 3.1 shows the
liquid-in-glass maximum and minimum thermometers in their correct "set" positions.

3.3 INSTRUMENT SHELTERS

Thermometers must be enclosed in shelters, which act as shields from the sun, rain, snow, and other
sources of light, heat, or cold which can cause erroneous readings. Shelters are designed to allow the
maximum possible free flow of air while providing protection from heat and light. This is accomplished
with louvers which slope downward from the inside to the outside of the shelter and with a double top.
The VMS shelter is shown in exhibit 

Exhibit 3.3 shows the medium-sized shelter used most often for liquid-in-glass maximum and minimum
thermometers.
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Exhibit 3.2:
MMTS Outdoor Shelter

with Indoor Digital Readout

Exhibit 3.3.:
Medium-Sized Instrument Shelter

AIR TEMPERATURE

Liquid-in-glass thermometers are mounted on a horizontal board located in the upper middle part of the
shelter.

3.3.1 SHELTER PLACEMENT

The ground over which the shelter is located should be typical of the surrounding area. A level, open
clearing is desirable so the thermometers are freely ventilated by the flow of air. Do not install on a steep
slope or in a sheltered hollow unless it is typical of the area, or unless data from that type of site are
desired. When possible, the shelter should be no closer than four times the height of any obstruction
(tree, fence, building, etc.). It should be at least 100 feet from any paved or concrete surface.
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All shelters should be mounted securely enough into the earth or a concrete slab to eliminate vibrations.
Strong winds can cause vibrations that will displace the indices on maximum and minimum
thermometers, causing erroneous readings. The wooden shelter door must face north to prevent the sun
from shining on the thermometers when the door is open.

3.3.2 SHELTER MAINTENANCE

Dust the inside of wood shelters occasionally with a dry cloth. Inspect supports for secure mounting.
Report any defects or changes to the NWS representative. The NWS representative will paint the shelter
when needed.

Remove insect nests and other matter restricting air flow through the MMTS shelter now and then. If this
is not possible, report the condition to the NWS representative.

3.4 LIQUID-IN-GLASS MAXIMUM AND MINIMUM THERMOMETERS

3.4.1 MAXIMUM THERMOMETER—HOW IT WORKS

The maximum thermometer has a mercury-filled bulb (sensing element). It is exposed in a nearly
horizontal position (exhibit 3.1). Graduations at 10 intervals are etched on the stem. The bore is
constricted between the graduated portion of the stem and the bulb, as shown in exhibit 3.4. As the
temperature rises, some of the expanding mercury in the bulb is forced to pass through the constricted
portion into the graduated portion. When the thermometer is lowered for reading, the top of the mercury
column indicates the highest temperature reached.

Exhibit 3.4: Liquid-in-Glass Maximum Thermometer

3.4.2 MINIMUM THERMOMETER—HOW IT WORKS

The minimum thermometer has an alcohol-filled bulb, graduated at 10 intervals, and exposed as shown 
in exhibit 3.1. The alcohol is often colored to make it easier to read. The bore contains a dark
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Exhibit 3.6: Supports for Maximum and
Minimum ThermometersExhibit 3.5: Index on Minimum

Thermometer
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dumbbell-shaped object called an index 3.5). As the temperature rises, the alcohol expands and flows
around the index without displacing it. Part A of exhibit 3.5 shows the top of the alcohol column some
distance to the right of the index. In Part B, the alcohol column has retreated with falling temperature
until the top just touches the index. Further cooling moves the index nearer the bulb ( to the left). As the
temperature rises again, the alcohol column moves toward the right without moving the index. Part C
shows an incorrect reading with the index trapped in the broken alcohol column. Correcting this problem
is described in Section 3.4.6.2.

3.4.3 MOUNTING AND MAINTAINING THE THERMOMETER SUPPORT

Thermometers are mounted in instrument shelters on supports such as the one shown in exhibit 3.6. The
support makes it easy to read and reset the thermometers to the current temperature at the time of
observation.

The support consists of two metal shafts fastened to a metal base plate. Clamps, which hold the
thermometers, are attached to the end of the shafts. The longer shaft holds the maximum thermometer,
while the shorter holds the minimum. The maximum thermometer may be spun (rotated) by hand to reset
the
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mercury column to the current temperature. A pin in the minimum thermometer shaft prevents it from
rotating more than a quarter turn (about 90°). It is reset by rotating it to the vertical position.

The thermometer support should be mounted with screws near the center of the shelter, where the bulbs
will be exposed to the freest possible flow of air through the shelter. The longer shaft should be at the
bottom, and the longer sides of the base plate should be vertical.

Oil the longer shaft of the support occasionally with a thin motor oil (exhibit 3.6). Wipe any visible oil
from the surface of the support.

3.4.4 MOUNTING THE THERMOMETERS

Clamp the metal back of the maximum thermometer to the lower (longer) shaft of the support at a point 
3.5 inches from the high-temperature end of the back. The bulb end will be to the left when the
thermometer is set.

Clamp the metal back of the minimum thermometer to the upper (shorter) shaft. The back should be
clamped at a point slightly closer to the high temperature end than the bulb end. The bulb end should be
to the left when the thermometer is set.

Be certain that the bulbs will not touch any object when rotated or tilted vertically. If properly installed
and set, the bulb end of the minimum thermometer will be slightly (about 5°) above the horizontal
(exhibit 3.1).

3.4.5 HOW TO READ AND RECORD I TEMPERATURES

Thermometers are read and recorded to the nearest whole degree. Readings should usually be recorded
on WS Form B-82 (optional) and B-91 (see sections 2.3.2 and 2.3.3). Below zero temperatures are
recorded with a minus (-) sign to the left of the digits; i.e., -15 for 15° below zero. The thermometers
should be reset after they are read, as described in sections 3.4.5.1 and 3.4.5.2. and exhibit 3.7.

CAUTION! Stand as far from the thermometers as possible to prevent body heat from changing the
readings. This is particularly important in cold weather. Do not touch the bulbs of the thermometers.

Be sure that the line of sight from your eye to the top of the mercury or alcohol column is level. If not,
your reading will be too high or too low, as illustrated in exhibit 3.8.
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Exhibit 3.8: Reading and
Setting Thermometers
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a) Read right end of index in minimum thermometer.

b) Unlock and slowly lower maximum thermometer; read top of mercury
column.

b) Whirl maximum thermometer until its reading agrees (within 1 °) with
reading at top of alcohol column on minimum thermometer. When the
two thermometers differ by more than l ° report to supervising office.

c) Read this temperature from maximum after it has been whirled,
except at evaporation stations (Section 5, para 4.1).

d) Lock maximum thermometer in its set position.

f) Invert minimum until index drops to end of alcohol column.

g) Return minimum to its nearly horizontal position.

3.4.5.1 READING AND SETTING THE MAXIMUM THERMOMETER

The highest temperature occurring since the maximum temperature was previously set is the reading at the
top of the mercury column, taken with the bulb end

AIR TEMPERATURE
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lowered. Carefully release the support catch back of the clamp to lower the bulb end of the
thermometer. See exhibit 3.9.

Exhibit 3.8: Reading Thermometers

To set (reset) the maximum thermometer, start with the bulb end lowered (as above) and whirl it
rapidly, allowing it to spin freely until it comes to rest. Repeat the whirling if necessary until the
mercury will not retreat farther into the bulb; that is, until the column is no longer separated at or below
the constriction. See exhibit 3.10.

Now move the catch on the support until it touches the longer shaft. Carefully elevate the bulb end of
the thermometer until the catch locks the shaft in place on the support. The thermometer is now "set." It
is ready to indicate the maximum temperature that occurs before it is set again in the same manner.

3.4.5.2 READING AND SETTING THE MINIMUM THERMOMETER.

The minimum temperature is the reading at the end of the index farthest from the bulb (not the reading
on the alcohol column). Read the thermometer before moving it from the almost horizontal position in
which it was set at the time of the last observation.
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Exhibit 3.9: Maximum Thermometer
in Reading and Whirling Position

Exhibit 3.10: Maximum Thermometer
Before and After Whirling

AIR TEMPERATURE

To set the minimum thermometer, point the bulb end upward (exhibit 3.11). Allow the index to fall to
the end of the alcohol column. Then turn the thermometer counterclockwise until it stops. The bulb end
will now be slightly lower than horizontal.

3.4.5.3 READING THE CURRENT TEMPERATURE

Read the current temperature from the maximum thermometer while it is in a vertical position after
spinning. Read the temperature at the end of the mercury column farthest from the bulb. Read it
immediately after setting it.

3.4.6 CORRECTING THERMOMETER ERRORS

Sometimes there may be breaks in the mercury or alcohol columns, the thermometer may be too
difficult to reset, or it will reset itself between readings. The following instructions tell how to correct
some of these problems. If correction is impossible, request a replacement from your NWS
representative immediately.

3.4.6.1 CORRECTING MAXIMUM THERMOMETERS

The constriction shown in exhibit 3.4 may not be small enough in some thermometers to prevent the
mercury from withdrawing into the bulb when the temperature falls after reaching its maximum value.
Sometimes rough handling will cause this problem. To test for this defect, place the thermometer in
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Exhibit 3.10: Minimum Thermometer in Vertical
Position During Resetting of Index
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a vertical position. If the mercury withdraws
into the bulb without spinning the thermometer,
it must be replaced. Please report this to the
NWS representative promptly.

If the constriction is too small, it may require
many spins of the thermometer to get the
mercury to return to the bulb, especially at low
temperatures. If so, report this to the NWS
representative.

Sometimes a small amount of mercury will
lodge in the upper end of the bore. If so, hold
the thermometer vertically with the bulb
upward. Tap the metal back of the thermometer
gently with a finger until the column joins the
mercury at the bottom. Lower the bulb,
allowing the column to slide slowly down the
bore to the constriction.

When the mercury cannot be united as above,
remove the thermometer from its support and
whirl as in Method II of section 3.4.6.2.

3.4.6.2 CORRECTING MINIMUM THERMOMETERS

Sometimes the alcohol column of a minimum thermometer separates into small parts, causing incorrect
readings. Separations may appear as small bubbles, making the column too long and readings too high,
and trapping the index. Some alcohol may separate completely and remain in the upper portion of the
bore, resulting in readings too low. The thermometer should be inspected regularly for these problems.
The methods described below may have to be repeated several times, taking 15 to 20 minutes, before the
column can be joined. The thermometer should be kept in a vertical position for several hours after parts
of the column have been joined, in order that alcohol clinging to the sides of the bore will drain down.
When repeated attempts fail to join the alcohol column, request a new thermometer from the NWS
representative.

METHOD I: TAPPING

Grasp the thermometer slightly below the middle with the bulb end down. Strike the edge of the metal
back sharply against the palm of your hand as shown in exhibit 3.12. Repeat this procedure several
times. The thermometer must not be held so that your fingers or any part of your hand presses against
the stem.
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The bulb end may also be tapped on an open book.

METHOD II: CENTRIFUGAL FORCE

A short, quick swing of your arm is often effective in forcing the index toward the bulb and reuniting
segments of the alcohol column. Grasp the thermometer firmly by the edges of the metal back a little
above the midpoint. Avoid pressure on the back. With your arm extended upward, quickly swing the
thermometer downward through an arc of 3 or 4 feet, stopping the motion suddenly when the
thermometer is vertical. Sometimes it will be necessary to repeat this operation several times. See 
exhibit 3.13.

Exhibit 3.12: Joining the Alcohol Column Tapping Method

The thermometer can also be whirled on a short cord. Pass a strong cord through the hole in the top of
the metal back of the thermometer. Firmly grasp the cord 6 to 8 inches from the thermometer and whirl
it rapidly. Stand clear of all objects the thermometer might strike while whirling. It may take
considerable practice to spin the thermometer rapidly and stop it safely. This method will often bring
down an entrapped index and unite detached segments of the column. Make sure the cord is not cut by
the thermometer back as it is whirled.

3.5 MAXIMUM/MINIMUM TEMPERATURE SYSTEM (MMTS)

The MMTS measures the current temperature average range from -55o to +1250F and compares it to the
highest and lowest values stored in the memory of a microcomputer. If the current temperature exceeds
the previous highest or lowest reading, then it becomes the newest maximum or minimum temperature.
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Exhibit 3.13: Joining Alcohol Column—Centrifugal Force Method

3.5.1 INITIAL CHECKOUT OF INSTRUMENT

Important: always turn the electronic display unit power switch off when not in use. With the power
switch on and the unit unplugged, the battery supplying the emergency backup power will severely
discharge, permanently damaging the system.

a) Connect the instrument shelter to the display unit with the fabricated cable.

b) Plug the AC power cord of the display unit into an AC outlet.

c) Turn on the power switch located on the rear panel of the display unit.

d) Allow one hour for the backup nickel cadmium battery to charge and then turn the display unit
off and back on to reset it.

e) Observe that the display shows the message "HELP." This indicates the microcomputer is
functioning properly. Exhibit 3.14 shows the display reading.
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f) Depress the button labeled "RESET."
The :message "HELP" will be replaced
by the current temperature; e.g., 66.3.

g) Press and hold the “MAX”  and “MIN”
buttons simultaneously to test the
fluorescent display for missing segments.
All segments that are not already
illuminated will flash intermittently.

Exhibit 3.14: MMTS Display Panel Showing "HELP"

h) The message "LO" or "HI" may appear indicating an open or shorted sensor, or less likely, a
temperature colder than—55 ° or hotter than +125 ° F.

3.5.2 CALIBRATION

Often, no calibration is necessary due to the design of the MMTS. Due to possible errors caused by
power surges, some observers may be given calibration equipment by the NWS representative, who will
provide instructions on its use. Temperature sensors are accurate within 0.4 °F between -40 ° and +104 °,
and within 0.7 ° for temperatures between -40 ° and -55 ° and between +104 ° and 125 °.

3.5.3 OPERATION

The current temperature is displayed if no -buttons are pressed. Depress the "MAX" button to display
the maximum temperature that occurred since the MMTS was last reset. Depress the "MIN" button to do
the same for the minimum temperature.

Simultaneously press the "RESET" and "MAX" buttons to reset the stored maximum temperature. Do
the same with the "RESET" and "MIN" buttons to reset the minimum temperature.

Do not reset the maximum or minimum temperatures between the scheduled times of observation.
Resetting at unscheduled times is the most frequent cause of errors.

Record the maximum, minimum, and current temperatures on WS Form E-15. Record to the nearest
whole degree, even though the readings are displayed to the nearest tenth degree. If the last digit is a 5
(e.g., 43.5), round the temperature upward to the next higher whole degree (i.e., 44).

3.5.4 IDENTIFYING AND CORRECTING ERRONEOUS MAXIMUM AND MINIMUM
TEMPERATURES

Today's maximum temperature must be at least as high as the higher of today's or yesterday's
temperatures at the time of their respective observations temperatures were 64 ° and 52 °, and today's 
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maximum temperature is displayed as 62 ° , you must raise today's MAXIMUM to 64 °. See section 3.5.7
for a description of the most frequently occurring errors.

Similarly, today's minimum temperature must be at least as low as the lowest of today's or yesterday's
current temperatures. If not, lower it to the lowest of the two readings. Unauthorized resetting between
observation times creates more errors than all other causes combined. Persistent errors from other
causes (i.e., vibrations) should be reported to the NWS representative.

3.5.5 "HELP" AND BLINKING DISPLAYS

If the "HELP" message appears on the display, press the "RESET" button to clear it and to show the
current temperature. "HELP" indicates an interruption to the A.C. line voltage has occurred. Me
microcomputer enters a "power down" condition in which the internal backup battery is used to preserve
the maximum and minimal values stored in memory. These values are stored up to two hours without
power. However, no updating of new maximum and minimum temperatures occurs during or after the
power interruption until the "RESET" button has been pressed.

Blinking of the tenths (right-most) digit on the display indicates that the internal backup battery is
charging. If the blinking persists and is not caused by power outages, the battery is probably defective,
and the NWS representative should be informed.

3.5.6 ENTRY OF TEMPERATURE READINGS ON WS FORM B-91

Maximum, minimum and current temperatures are recorded to the nearest whole degree on WS Form B-
91. See exhibit 2.10. WS Form B-82 (exhibit 2.9) is designed to record readings taken outdoors, so as
not to forget values between the time the instruments are read and the readings are recorded on WS
Form B-91. Since the MMTS is read indoors, Form B-82 may be needed only for recording
precipitation.

3.5.7 COMMON ERRORS TO AVOID

Maximum and minimum temperature data are keyed into computers at NCDC. Data which are
inconsistent must either be rejected or corrected (estimated) . observations are flagged most commonly
for the following types of errors.

a) Maximum temperature lower than the time-of-observation temperature at the previous observation
(24 hours earlier). This error is most frequently committed by people taking observations in the
afternoon or evening.

b) Minimum temperature higher than the time-of-observation temperature at the previous
observation (24 hours earlier). This error is most frequent among morning observers.
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c) Maximum (and occasionally the minimum) temperature entered on the B-91 on the day it
Occurred rather than on the day the thermometers were read and reset. For example, a morning
observer records high and low temperatures for the past 24 hours at 7 a.m. on the 25th as being 88
and 62. He knows the maximum of 88 occurred on the 24th (the previous afternoon), so he
records it on his B-91 on the 24th. This should be recorded on the 25th, since that is the day he
read and reset his instruments.

The most common cause of errors (a) and (b) is resetting the MMTS or the maximum and/or minimum
thermometers between times of observation. The maximum temperature for the past 24 hours must be at
least as high as the time-of-observation temperature both today and 24 hours earlier, and the minimum at
least as low as today's and 24 hours ago. This error appears to be committed because, for example, the
afternoon observer wants to record this afternoon's maximum temperature when it is lower than yesterday
afternoon's maximum. This situation usually arises when it was warmer yesterday than today. Today's
maximum should be recorded in the REMARKS column as, for example, "p.m. max 48" or "today's max
48,” and last night's minimum as "a.m. min 36.” Exhibit 3.15 shows the correct method of recording
minima for the past night that are higher than the 24-hour minima (see the REMARKS entries on the 4th
and 5th) and 24-hour maxima that were lower than the previous afternoon's maximum (see the
REMARKS entry on the 6th).

Exhibit 3.15: WS Form B-91 Showing Correct Procedures
for Recording Maximum and Minimum Temperatures
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4.1 INTRODUCTION

The stage of a river or lake is the height of the water surface above some established datum or reference
elevation. The term "gage height" is used for readings from a gage, but river stage and gage height are
often used interchangeably. The datum may be a recognized elevation such as mean sea level or an
arbitrary datum chosen for convenience. In either case, the gage is adjusted so that only positive gage
heights are possible and these are relatively low numbers. This is done by setting the lowest possible gage
height (the case of no strewn flow) to a value of zero. The elevation of the zero gage height is referenced
to the datum by running levels to a reference mark which has a known elevation relative to the datum. It is
important that an elevation reference mark for the datum be located (or established) that is permanent even
if the gage is destroyed.

The depth of inundation of a flood can be determined by plotting the indicated elevation contour on a
topographic rap. Determining the elevation above sea level of high water is especially significant during a
flood of record.

River stages are affected by many factors. Precipitation and temperature are the most commonly known
causes of rises and falls in river stages. However, there are other factors, such as snow melt and glacial
runoff into stream, and the release of water from any upstream reservoirs.

Precipitation readings at river cooperative stations are taken with the four-or eight-inch nonrecording gage
(section 2.2).  River stages are read using a staff, wire weight, or profile gage, as described below.

4.2 STAFF RIVER GAGE

The staff river gage (exhibit 4.1) is a fixed scale that can be in the form of porcelain-enameled iron
sections, a wooden plank, or may be printed on available structures such as a bridge, pier, or wall. The
gage may be mounted vertically or inclined with graduations for vertical depth. The inclined gage is used
where ice or debris will not permit a permanent vertical staff to be installed. It usually consists of a heavy
timber installed on the incline of the bank. The scale of the staff gage must be set so that a reading can be
taken at zero flow in the low-water channel. Readings are made to the nearest tenth of a foot. The staff
gage will usually have a gage datum that will be the elevation of its zero reading above mean sea level.
The gage sections should be set so the readings are heights above the datum.

If vertical movement of the supporting structure occurs, such as settling, erroneous observations from the
staff gage will result unless levels are run from a reference of known elevation and the staff scale is reset.
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Exhibit 4.1: Staff River Gage

Exhibit 4.2: Staff River Gage Installation

RIVER STAGES AND RELATED OBSERVATIONS

If the gage has been set with a scale that has graduations 
above and below zero (exhibit 4.2), the below zero readings
must be recorded on the report form with a minus sign; e.g., -
0.3. If possible, the gage should be set so as to avoid negative
values.

4.3 WIRE WEIGHT GAGE

The wire weight gage (exhibit 4.3) is permanently mounted
inside a case that is attached to a bridge or similar structure.
The gage consists of a drum wound with cable, a bronze or
brass weight attached to the end of the cable, a check bar, a
graduated disc, and a counter.

Take readings as follows.

a) Unlock the case at (1) and gently open the cover (2). 
If the cover jams and will not swing freely, do not force
 it open. Close, relock, and submit a repair order. Inspect 
the wire (7) on the drum (8) for even windings that 
touch each other.

b) Grasp the crank handle (3) and release the pawl (4). Lower the weight (5) to just touch the check bar
(6), which is read while in the forward position.
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Exhibit 4.3: Wire Weight Gage

RIVER STAGES AND RELATED PRECIPITATION OBSERVATIONS

Read the check bar elevation and record it. Enter this reading at the beginning,  middle, and end of each
month in the lower left corner of WS Form E-15. The feeder counter (9) displays units of feet. The index
wheel (10) displays units of tenths and hundredths of a foot and is read at the pointer (11) .

c) Raise the weight and slide the check bar to the rear position. Lower the weight to the water surface and

 read this elevation just as the weight touches the water while descending. Average the peaks and troughs
of elevation if the water surface is rough. You should repeat this process at least once. If the point of
contact with the water surface is difficult to determine, it may be necessary to strum the cable or to swing
the weight in a pendulum motion up and downstream to obtain an accurate reading.

d) Every day, record the reading obtained in step © in the "GAGE READING AT" column on WS
Form E-15.

e) Engage the pawl and crank the weight to its original position within the gage. Slide the check
bar to the for-ward notch. The crank handle should now be located in the rear position. This will
allow the cover to close without touching the cuter tip of the crank handle.

f) Close the cover and lock the case as you originally found it.

4.4 PROFILE GAGE

On some rivers, especially where man-made structures such as bridges are rare
and where vertical or staff gages can be damaged by ice Jams and breakup,
profile gages are used. These consist of a marker, usually a brass cap benchmark, anchored in the bank
above the levels of ice movement. The profile of the bank is surveyed to determine elevations to the
nearest tenth of a foot and plotted on a graph. The cooperative observer, using a long surveyor's
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tape measure, determines the distance from the reference marker to the water's edge. From the graph, the
slope distance is converted to a vertical stage. The observer always reports the slope distance to the NWS
office.

4.5 RIVER GAGE LOCATION

Consider the following factors when selecting a site for the river gage.

a) The gage should be located so that stages will best reflect flooding in the area of maximum damage
potential.

b) There should be access to the gage during high water, if at all possible.

c) The gage should not be located in the backwater of a reservoir or of a main stem river, if possible.

d) The river banks at the gage site should be stable.

4.6 RELOCATING RIVER GAGES

A river gage should be moved only after all other options have been exhausted. A different river gage
location is likely to change such forecast components as the relationship of the gage reading to the
discharge rate, flood wave travel time, and the attenuation, as well as changing the flood stage. Moving
the gage may add or exclude a significant tributary from the drainage area. All users of the stage data
would need to be informed of the change.

A new or moved river gage location will mean establishing a new gage datum if an arbitrary datum is
used. If mean sea level is the datum, a bench mark or a new reference mark with known mean sea level
will have to be located. It will then be necessary to run levels fruit the known elevation to the new gage
site.

A wire weight gage will require that a new check bar elevation be determined, while a staff gage will
require that the individual gage sections be set to given elevations above the datum.

If moving the gage is ultimately indicated, observers should contact their NWS representative.

4.7 TIMES OF RIVER STAGE AND PRECIPITATION OBSERVATIONS

Observations of river stage and precipitation should be taken at 7 a.m. each day unless otherwise specified
by or agreed upon with the NWS. Special observations are taken at 1 p.m., 7 p.m., and 1 a.m. only when a
report is required (section 4.8) or when the observer believes an emergency situation has occurred.
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4.8 WHEN TO REPORT

There are two types of reporting stations, daily and criteria. Criteria stations are sometimes called
Occasional stations. In many areas of the country, criteria stations are being converted to daily stations.

At a daily reporting station, reports are to be sent immediately after the 7 a.m. observation. Send extra
reports at 1 p.m., 7 p.m., and 1 a.m. when the river stage reaches a level designated by the NWS
representative (the criteria level) .

The reporting station should send its first report when the river stage reaches the criteria level specified by
the NWS. Reports should continue daily until the stages fall below this level. If the river stage goes above
a second criteria level, extra reports are to be made at 1 p.m. , 7 p.m., and 1 a.m., until the stage falls
below this level.

Observations of both precipitation and river stage should be recorded on the reporting form at 7 a.m. every
day at criteria reporting stations, even if stages are below criteria and are not sent. Always report river
stage and precipitation together.

If no precipitation has occurred, the daily record from both types of stations should indicate 0 or 0.00.

When the rain gage measurement reaches a criteria value (usually 0.50 inch), an initial report must be
made at 7 a.m., 1 p.m., 7 p.m., or 1 a.m. Reports should continue at all of these times until precipitation
has not been reported for 24 hours. For example, if 1.05", 0.22", 0, and 0 precipitation fell during the six-
hour periods ending at 1 p.m., 7 p.m., 1 a.m., and 7 a.m., report 1.05" at 1 p.m. and 1.27" at the other three
times. See section 4.9b below.

4.9 WHAT TO REPORT

The report should contain the following information.

a) Location (station name or number), date, and time of observation.

b) The amount of precipitation having fallen since the previous 7 a.m. observation (inches and
hundredths). 

c) Character of the precipitation (rain, snow, ice pellets, etc.). 

d) The weather at the observation time (clear, cloudy, rain, snow, etc.). 

e) The depth of snow or ice on the ground (nearest whole inch).
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f) The water equivalent of the above snow and ice (nearest tenth inch), if agreed to with the NWS.

g) The river stage at the observation time (feet and tenths).

h) The tendency of the river stage (rising, falling or stationary).

I) The river stage at the previous 7 a.m. observation,. if not previously reported

j) In the remarks section, enter special comments such as snow melting slowly or rapidly, unusually
heavy rainfall in a short period of time (e.g., 1.54" in 30 minutes), ice breaking up or an ice jam
forming on the river, etc.

Make a special effort to obtain a stage Measurement at the river crest, recording the approximate time of
occurrence. It is also very helpful to take observations, both as the river begins a significant rise and as it
recedes from a crest. These reports, even when not transmitted, will be valuable input to computer models
that relate precipitation to river stage, and which determine the relationships of river stages at different
points on the river.

When the water surface is disturbed due to turbulence or waves, record the stage as the average of the
peaks and troughs.

4.10 REPORT FORMS

All necessary forms are furnished by the NWS. Each pad of forms contains detailed instructions. A
sample of WS Form B-91 is shown in exhibit 2.11.
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Exhibit 5.1: Evaporation Station Sites

SECTION 5: EVAPORATION STATION OBSERVATIONS

5.1 INTRODUCTION

Observations are made of the amount of evaporation to the nearest hundredth inch from an open pan. other
elements recorded include wind movement, water and air temperatures, and precipitation. At some sites,
additional parameters will be required, such as dry and wet bulb temperatures, humidity, and the
temperature and moisture content of the soil. Section 6 contains instructions on soil temperature
measurements.

5.2 SETTING UP THE OBSERVING SITE

5.2.1 EXPOSURE OF EQUIPMENT

The equipment site should be fairly level, sodded, and free from obstructions (exhibit 5.1). It should be
typical of the principal natural agricultural soils and conditions of the area.

Neither the pan nor instrument shelter should be placed over heat-absorbing surfaces such as asphalt,
crushed rock, concrete slabs or pedestals. The equipment should be in full sunlight during as much of the
daylight hours as possible, and be generally free of obstructions to wind flow. Obstructions that cannot be
moved, such as trees, buildings, and nearby shrubs, should not be closer to the instruments than four times
their heights. Shadows are permissible only near sunrise and sunset. Avoid areas subject to flooding or
lawn sprinkling.
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Exhibit 5.2: Evaporation Plot Layout

EVAPORATION STATION OBSERVATIONS

At reservoirs (flood control, water supply,
and irrigation projects) the pan should be
placed on the upwind side of the water. 
This is based on the prevailing direction 
of the strongest winds. The pan site 
should be far enough from the water to
avoid the chance that water or spray 
carried from a spillway, or picked up 
from the reservoir by a strong wind, 
will be deposited in the pan.

The layout of equipment on the plot is
shown in exhibit 5.2. The orientation 
N of the layout should be as indicated 
by the North arrow. If necessary, the 
layout can be rotated as much as 45 °.

5.2.2 PLOT LAYOUT

Note that the layout is designed to 
eliminate shadows from instruments at
stations in the northern hemisphere.
Shadows from small diameter fence posts
will occur only briefly in the late afternoon.
The minimum distances between instruments are shown in exhibit 5.2.

The 10- by 16-foot plot shown is the minimum size. If other equipment is installed, the plot should be
enlarged accordingly.

5.2.3 ENCLOSURE

The plot must be enclosed by a fence that will keep out animals. A steel chain link fence (9 or 11 gauge),
at least four feet high, with steel posts set in concrete is recommended. Fences of wood or other solid
material shall not be used. It may be necessary to bury a barrier under the fence for protection from
burrowing animals, or add 18 to 24 inches of one inch galvanized chicken mesh fence along the bottom of
the chain link fence to keep out small animals.

5.3 EVAPORATION EQUIPMENT

This section describes the installation, maintenance, and method of taking observations from each
instrument. Evaporation measurements are made with an evaporation pan and a fixed-point gage with a
measuring tube. Evaporation stations have the following additional instruments:
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Exhibit 5.3: Evaporation Pan

EVAPORATION STATION OBSERVATIONS

a) An anemometer to determine the daily wind movement over the pan and a display stand pintle
(subsection 5.3.4).

b) An Clinch nonrecording precipitation gage with appropriate measuring stick or in some cases, a
weighing-type recording precipitation gage.

c) A water temperature thermometer or thermograph to provide maximum, minimum, and current
temperatures of the water in the evaporation pan (subsection 5.3.6).

d) Maximum and minimum thermometers or a thermograph for measuring the air temperature. Some
stations have a hygrothermograph in place of these for measuring air temperature and humidity
(subsection 5.3.5).

e) An instrument shelter for housing the temperature and humidity measuring instruments.

f) A water storage tank (if necessary) to provide a reserve water supply for
the pan (subsection 5.3.3).

5.3.1 EVAPORATION PAN

The pan is circular, 10 inches deep, and 47.5 inches in diameter (inside diameter). It is constructed of
monel metal. See exhibit 5.3. Also shown in exhibit 5.3 are the pan support and an anemometer.

5.3.1.1 INSTALLATION

The pan must be centered on supports resting on leveled ground. Take care to locate the pan in an area
that is free from flooding even in heavy rains, or where runoff could wash away the support. If fill dirt is
required to level the ground, it should be tamped firmly. The top of the support should be .5 inch above
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the dirt. This will leave an air space between the bottom of the pan and the fill dirt to simplify inspecting
the pan for leaks.

5.3.1.2 MAINTENANCE

Carefully inspect the pan for leaks at least once a month (leaks make measurements useless). Report any
leaks immediately to the NWS representative. Record the date the leak was discovered and the date the
pan was repaired or replaced.

Clean the pan as often as necessary to keep it free from any substance that will alter the evaporation rate,
such as sediment, SCUM algae, and oil films. Oil films greatly reduce evaporation.

The pan should never be painted. This would alter the evaporation characteristics. In order to compare
measurements between sites, all pans must have identical characteristics.

Under no circumstances should the pan be lifted and emptied with a significant amount of liquid in it, as
such action can split or bend the pan. Most of the water should be syphoned or dipped out first.

During months when freezing conditions are likely, empty, clean, and store the pan, preferably indoors. If
left in the fenced enclosure, it should be turned upside down and secured to the support with a strong rope.

5.3.1.3 CONTROL OF ALGAE

A small amount of copper sulphate may be added to the water to discourage algae growth. The NWS
representative will supply the copper sulphate. If algae are already present, they must be removed by
thoroughly cleaning the pan

5.3.2 FIXED POINT GAGE

The fixed point gage consists of a pointed rod mounted in a tube called the stilling well. It is placed inside
the evaporation pan, one foot from the north edge. The stilling well makes readings more precise by
eliminating wind-caused surges in the water level and ripples.

The stilling well is 2.5 to 3.5 inches in diameter and 10 inches tall, and is attached to a base. All parts are
made of non-corrosive metal. The base must be heavy enough to resist being moved by the wind. The
stilling well has two small openings, 1/8 inch in diameter, located opposite each other near the base. They
permit the flow of water in and out of the stilling well.

The pointed rod is 1/8 inch in diameter. It is attached to the center of the base inside the well. The point is
7.5 inches above the bottom of the evaporation pan when in position.



50

EVAPORATION STATION OBSERVATIONS

Evaporated water must be replaced. This is done by using the transparent measuring tube, shown beside 
the stilling well in exhibit 5.4. It is 15 inches deep with an inside diameter of 4-3/4 inches, which is 
one-hundredth of the surface area of the evaporation pan. The tube is graduated at one-inch intervals, 
with the zero mark at the top. One inch of water in the measuring tube is equivalent to .01 inch in the
evaporation pan.

Exhibit 5.4: Stilling Well, Fixed Point Gage, and Measuring Tube

5.3.2.1 MEASURING THE AMOUNT OF EVAPORATION

Evaporation is measured by determining the amount of water required to bring the water level in the
stilling well exactly to the tip of the pointed rod. Use the transparent measuring tube to add or remove
water from, the evaporation pan. Mien water must be added, fill the measuring tube to the zero mark (the
top mark on the tube), then pour (slowly) exactly enough water into the evaporation pan (not in the stilling
well) to bring the water level to the tip of the fixed point. Next, read the level of water remaining in the
measuring tube. If this reading is closest to the 12 mark, for example, 0.12 inches of water has evaporated
(or else evaporation has exceeded precipitation by 0.12 inches). See exhibit 5.5.

If precipitation has occurred since the previous observation, the water level may be above the tip of the
fixed point. In this case, remove water by filling the measuring tube up to the zero level with water from 
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Exhibit 5.5: Evaporation Measurements

the evaporation pan as many times as necessary to bring the water level to the fixed point. Be sure to keep
track of the number of times the tube is filled. Each filling represents 0.15 inches of water. When enough
water has been removed to bring the water level below the fixed point, fill the measuring tube with water
from the storage tank (subsection 5.3.3) to the zero level, and pour enough water back into the pan to
bring the level to the tip of the fixed point. Deduct this amount from the total removed.

An alternative to bringing the water level below the fixed point is to remove enough water from the pan
into the measuring tube to bring the water exactly to the fixed point, measuring the amount in the tube,
and subtracting this from 0.15 inch. For example, if the tube is filled to the "5" level (0.05 inch), subtract
0.05 from 0.15. The amount removed by dipping is thus 0.10 inch. This is added to the amount removed
(if any) by filling the tube from the pan as described in the previous paragraph.

For recording purposes, water added is positive and water removed is negative. For example, if 0.24
inches of water mist be added, record this as +0.24. On the other hand, if rain has fallen and the measuring
tube must be filled three times to bring the level below the fixed point, 0.45 inch is deducted. If 0.06 inch
of water is then added to bring the level back to the fixed point, enter the sum of -0.45 and +0.06, or -0.39,
on the recording form (WS Form B-92).
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Exhibit 5.6: 5-Digit, 3-Cup Anemometer

EVAPORATION STATION OBSERVATIONS

5.3.3 WATER STORAGE TANK

If clean water is not available at the site, a storage tank should be located there. The tank should be placed
where it will not shade or reduce wind flow over the pan. It should be thoroughly cleansed at the beginning of
the evaporation measuring season. The water must be  completely free of oil.

When the season ends, empty and secure the
tank to prevent freeze and wind damage.

5.3.4 ANEMOMETER

A standard 3-cup, 5 digit counter anemometer
(exhibit 5.6) is mounted on a wooden pan
support.

5.3.4.1 INSTALLATION

The anemometer is mounted on a specially
designed display stand pintle on the northwest
projecting corner of the pan support. The center
of the cups should be 6 to 8 inches above the 
rim of the pan. In this position, the shadow 
of the cup falls on the pan only during the late
afternoon. The anemometer retaining screw 
(the knurled head set screw located in the
adaptor at the bottom end of the anemometer
housing) is used to attach the anemometer to its
support base. This screw should be turned only
hand-tight.

5.3.4.2 MAINTENANCE

The NWS representative will service and clean the anemometer on his routine inspection trips, normally
twice a year. Bearings of an anemometer that lacks oil will squeak and wear badly within a few hours. A
squeaking anemometer should be removed immediately from its support and examined carefully. If it is
not seriously damaged, clean and oil it. Otherwise, report the problem to the NWS representative
immediately. If service is required between NWS representative visits, use the following  procedure.

a) Loosen the set screw near the bottom end of the housing.

b) Remove the anemometer from its support base with a slight twisting motion.
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c) Remove the nut on top of the spindle above the cups.

d) loosen the screw on the hub side of the cups and remove the cups from the spindle.

e) Remove the spindle bearing. To do this, loosen the retaining screw on the back near the enlarged
portion of the housing. The spindle and ball bearings can then be removed. Take care not to lose
any ball bearings.

f) Remove all dirt and used lubricant from the spindle with a clean cloth. If necessary, wash the
spindle and upper bearings in kerosene or a similar petroleum-based solvent. Noticeable amounts
of dirt in the anemometer should be reported to the NWS representative.

1) Where a sleeve-type bearing is used, roll a piece of cloth into a small rope and run it through
the spindle bearing until it is bright and clean.

2) For a ball-type spindle bearing, clean the bearing with petroleum based solvent. Use a cloth
to clean the outer race of the bearing (in the top end of the housing).

3) If an oil-reservoir type retaining nut is used, loosen the knurled cap at the top and refill it
with oil. Make sure the wick enters the small hole in the end of the spindle when replacing
the nut.

g) Apply a drop of oil to the worm threads and two or three drops to the bearing before reassembling
the anemometer. Remove excess oil so it will not become a trap for dust and abrasive particles.

h) Under "Remarks" in WS Form E-22, enter "anemometer cleaned" with date.

5.3.4.3 WIND MOVEMENT READINGS

Read the anemometer counter daily at the scheduled time of observation, to the nearest whole mile. For
example, if the counter shows a total wind movement of 9291.3 miles, enter 9291.

5.3.4.4 DATA FROM 5-DIGIT-COUNTER TYPE ANEMOMETERS

The five digits appearing in the window of the meter indicate the total wind movement in tenths of a mile
for any total from zero to 10,000 miles. The right hand digit indicates tenths of a mile.

Generally, you will not have to compute the number of miles of wind movement since the previous
reading. When asked to compute the miles of wind travel, subtract the previous day's reading from the
number currently on the counter. When 10,000 miles have accumulated, the reading starts over at zero.
Thus, when the current day's reading is less than the preceding reading, compute the 24-hour wind 
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movement by adding 10,000 to the current reading. Subtract the preceding reading from this total. For
example, if today's reading is 10,109 and the previous reading 9,986, subtract 9,986 from 10,109. The
movement will thus be 123 miles.

5.3.5 DRY- AND WET-BULB TEMPERATURES

Dry- and wet-bulb temperatures are read in order to compute a measure of humidity. The NWS
representative may request that the wet and dry bulb temperature data be used to compute the dew point
or relative humidity. The dry-bulb thermometer of the psychrometer gives the current air temperature.
The wet-bulb temperature is the lowest temperature obtained from the moistened wick-covered
temperature-sensing element of the psychrometer that has been cooled by evaporating water.

5.3.5.1 TYPES OF PSYCHROMETERS

The psychrometer in general use consists of two identical mercury-in-glass thermometers, shown hanging
from a hook to the left of the ventilating fan in exhibit 5.7. The lower one of the two (the wet-bulb
thermometer) has a close fitting, loosely woven muslin wick covering the bulb. The fan is operated with a
hand crank to provide forced ventilation of the thermometers.

Another type of psychrometer, called the sling psychrometer, is shown in exhibit 5.8. On this instrument,
evaporation frat the wet-bulb, wick is enhanced by whirling the thermometer through the air around the
sling handle.

5.3.5.2 MAINTENANCE

The only additional maintenance which the wet-bulb thermometer requires over other liquid-in-glass
thermometers (subsection 3.4) concerns the muslin wick. This wick must be close-fitting and tubular, so
it holds tightly to the thermometer bulb. Slip about 3 inches of wicking aver the bulb until it extends
beyond the narrow part of the stem. Change the wicking frequently to keep it clean. A dirty wick, or one
filled with mineral salts (often invisible) from evaporated water, will not allow water to evaporate as
readily as a clean wick and will result in readings being too warm.

5.3.5.3 MOISTENING THE WET BULB

The wet-bulb should be moistened just prior to ventilating it, with the following two exceptions.

a) HIGH TEMPERATURE AND LOW HUMIDITY

In hot, dry weather, moisten the wet-bulb wick thoroughly several minutes before reading it, leaving a
drop of water on the end. Natural ventilation will cause partial evaporative cooling before it is ventilated.
The drop of water is necessary to prevent the wick from drying before the lowest wet-bulb reading 
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Exhibit 5.8:
Sling Psychrometer
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can be obtained. Nevertheless, under very low humidity conditions the wet-bulb must be pre-cooled by
one of the following methods to prevent premature drying.

1) Store the moistening water in a porous jug in the shelter.

2) Equip the wet-bulb with a longer wick, and insert the end of the wick in a water container placed
a few inches below the bulb. Move the container away before ventilating the wet-bulb.

b) DRY-BULB TEMPERATURE BELOW 37 °

Moisten the wick throughly 10-15 minutes before reading.
This time interval will allow the latent heat released by the
freezing of the wet bulb wick to escape before ventilation is
started, use waster at room temperature to melt any
accumulation of ice. A thin coating of ice will form during
the above 10 to 15 minute wait or during ventilation. The 
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ice coating must be thin in order to get accurate readings at these wet-bulb temperatures If water remains
unfrozen at wet-bulb temperatures below 32 ° in spite of ventilation, freezing my be induced by touching
the wick with snow or ice.

5.3.5.4 TAKING PSYCHROMETER OBSERVATIONS

Moisten the wick as above. For psychrometers with hand-cranked fans, turn the crank at least 3.5
revolutions per second to ventilate properly.

For sling psychrometers (exhibit 5.8), select a shady spot that has plenty of room for whirling the
psychrometer. Face into the wind. Whirl the psychrometer at least two revolutions per second, as far in
front of the body as possible, for at least 10 to 15 seconds between each reading. Ventilate longer if the
temperature is near or below freezing.

For both of the above types of psychrometers, read both thermometers to the nearest tenth degree two or
more times immediately following each period of ventilation. Repeat the ventilation operation until two
successive readings of the wet-bulb are the same. Record the lowest wet-and dry-bulb readings. Follow
the procedures given in subsection 5.3.5.3 if the air is very dry or the temperature is below 37°.

5.3.6 WATER TEMPERATURES

Other factors being equal, the rate of evaporation increases rapidly with increasing water and air
temperature, approximately doubling with each rise in temperature. 

Maximum and minimum water temperatures are 
determined from. Sensing elements placed
beneath the surface of the water in the
evaporation pan. Evaporation occurs from the
immediate surface of the water. Since warmer
water is lighter than colder (if above 39°F), it will
rise to the top and tend to stratify there during the
day, especially with the sun shining. Therefore,
the thermometer should measure the water
temperature as close to the surface as possible
without being exposed to the air (Section 5. 3.
6.1.1 below).

Water temperatures are measured with the
recording or (more frequently) the maximum-
minimum (Six's) thermometer, 20°F as shown in
exhibit 5.9.
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Some Six's thermometers are provided with a float-mounted frame. This is being replaced with the
submerged mount.

5.3.6.1 INSTALLATION

5.3.6.1.1 FLOAT-MOUNTED INER43KETM

The float-mounted thermometer is provided with a shield to prevent sunlight from striking the bulb. It is
mounted horizontally on a float-supported nonmagnetic frame. The frame supports the thermometer
which can be set to ride approximately 1/4 inch below the water surface. This is done by adjusting the
screws holding the bulb end. Attach the float to an anchor using flexible lines at least 10 inches long,
but short enough to keep the unit one foot from the edge of the pan and gage. Two lines may be used,
one attached to each end of the frame.

5.3.6.1.2 SUBMERGED

The submerged-mount thermometer is mounted horizontally on a plastic holder which rests on the
bottom of the pan. A non-magnetic metal handle is fastened to the bulb end of the holder and hooks over
the edge of the pan, as shown in exhibit 5.10. The holder should be located on the inside bottom (south
side) of the pan. The thermometer bulb should be shaded as much as possible from direct sun rays.
Submerge the thermometer gently to prevent the small indices inside the tube from jarring away from
the mercury column.

5.3.6.1.3 RECORDING THERMOMETERS

Any recording thermometer with an immersible sensing element may be used. Examples are electrical
resistance, mercury-in-steel, and gas-filled steel elements.

The line connecting the thermometer to the recorder should be long enough to permit installation of the
recorder where it will not cast a shadow on the pan, and more than four feet from any instrument. It
should be in a low housing along a fence in the northern half of the enclosure (northern hemisphere).
The thermometer should be mounted on an adjustable float mechanism in a horizontal position. It must
be shielded from direct solar and sky radiation and from possible physical damage. The float mechanism
should be adjusted to support the thermometer about 1/4 inch beneath the surface of the water near the
center of the pan.

5.3.6.2 MAINTENANCE

Follow the manufacturer's instructions for maintaining the recording thermometer and for changing its
charts.

Keep the Six's thermometer assembly (floats, shield, and plastic holder) free from dust and sediment.
Use a soft wet cloth for cleaning the unit. A very fine grade steel wool or SOS-type pad can be used to
clean salt deposits from the thermometer bulb and tube.
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5.3.6.3 ACCURACY CHECKS

Check the accuracy of the water temperature readings once a month when the pan is cleaned by
removing the Six's thermometer from the pan and placing it in the instrument shelter. Allow enough
time for the thermometer to dry and reach the air temperature. Read the current air temperature from the
minimum thermometer without re-setting. Then read the temperature from the Six's thermometer. Enter
the readings in the "Remarks" column. If readings differ by 20 or more, notify the NWS representative.

5.3.6.3.1 REJOINING SEPARATED MERCURY COLUMNS

The mercury columns in Six's thermometers are subject to separation, causing inaccurate readings. The
columns should be joined as soon as possible. Remove the thermometer and holder frat the pan. Do not
remove the thermometer from either its plastic holder or float frame. Hold the thermometer near its bulb
end and swing rapidly in an arc until the mercury column is rejoined. Take care to avoid striking any
objects and breaking the thermometer.

5.3.6.4 READING AND RESETTING THE SIX’S THERMOMETER

Read temperatures to the nearest whole degree, as indicated by the end of the metal indices nearest the
mercury columns in each tube. If possible, read while submerged. Then, remove the thermometer from
the pan to reset the indices.

Th reset the thermometer, place a horseshoe magnet (open end down and parallel to the thermometer
tube) directly above one metal index. Move the magnet slowly toward the mercury column until the
index touches the mercury. Gently lift the magnet away from the tube so the index will not spring away
from its contact with the mercury. Repeat this procedure for the other index.

The submerged-mount thermometer comes with a small metal strip for storing the magnet when not in use. If
the strip is lost, a nail or small metal piece may be used.

Readings from recording thermometers need not be recorded on a form unless instructed to do so by the
NWS representative. Enter the date, time, and station name on the chart when changing it.

5.4 READING OBSERVATIONS FROM EVAPORATION STATIONS

Record observations on WS Form B-92 (formerly WS Form E-22), "Record of Evaporation and
Climatological observations," unless instructed otherwise by the NWS representative. The cover of
Form B-92 contains instructions for recording observations.
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Exhibit 5.10 shows sample entries on this form for a station equipped with a fixed-point gage. Note that
you do not have to fill in the columns for the dew point, 24-hour wind movement, and the amount of
evaporation. These values are computed by the office processing your data.

Exhibit 5.10: WS Form B-92 (formerly WS Form E-22)
Record of Evaporation Climatological Observations
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6.1 INTRODUCTION

Knowledge of the soil temperature is very important to the agricultural industry. All species of plants
have a specific range of temperatures in which they will grow.  Most seeds require a certain amount of
warmth in order to germinate. Some vegetation will suffer if the soil temperature is too warm.
Information collected from soil temperature stations is used for general weather purposes as well as for
agriculture.

Many stations measuring soil temperature transmit their readings over nationwide communications
circuits, especially during the beginning and middle portions of the growing season. Nationwide weekly
average soil temperatures are published during the growing season in the Weekly Weather and Crop
Bulletin, and daily readings for one or more levels are published in Climatological Data by the National
Climatic Data Center.

Soil temperature station may have the following additional instrumentation: precipitation gage, air
temperature thermometer with shelter, evaporation pan, and anemometer.

6.2 EXPOSURE AND PROTECTION OF EQUIPMENT

Soil thermometers should have an exposure typical of the principal natural agricultural soils and
conditions of the area. The site should not be subject to irrigation, overflow, or unusual ground-water
conditions. The site should be open to full sunshine, with the exception of certain designated sites or
where partial shade is considered typical of the area.

The observing plot should be fenced or have other protection from humans and animals.

6.2.1 SIZE OF PLOT

The plot should be 10 by 1-foot or larger, with the thermometers centrally located. Where both sod and
bare plots are maintained, the bare plot should also be at least 10 by 10 feet. If the location is not typical
of the surroundings, the plot should be larger—at least 30 by 30 feet.

6.3 MAINTENANCE OF PLOTS

6.3.1 SOD-COVERED PLOTS

Sod-covered plots should be under bluegrass, alta fescue, perennial rye, or other grasses used for lawns
or pastures in the areas. The area should bed trimmed and otherwise maintained at a uniform 2 or 3 inch
height. No irrigation should be applied, except to start cover before beginning observations. If, during
extreme drought, it is necessary to irrigate, the soil temperature should be noted as not being typical and
should be excluded from published data.
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6.3.2 NATURAL COVER

At some locations, normal climate and soil do not permit maintenance of a sod cover. Then, maintain
the cover like the natural cover common to the area.

6.3.3. BARE SOIL

Bare soil plots should be kept free of weeds and other vegetation all times. This can be done by scraping
with a hoe or by chemical treatment. Chemicals are often easier to use, longer lasting, and will cause
less change in the soil structure. Shallow raking to avoid heavy crusting after precipitation is
recommended. Avoid deep cultivation.

If chemical treatment is used, be aware that the effects of some sterilants on the physical properties of
soil are not completely understood. Over dosages have been reported to increase crusting, with a loss of
structure. Follow carefully the manufacturer’s recommendations on the method, quantity, and time of
application.

Some chemicals can wash away during heavy rain, seriously injuring desirable vegetation in adjoining
plots, while the more soluble products tend to move down into the soil. The following products have
been suggested.

a) Sodium chlorate (this comes in several forms, including pellets).

b) Boron (brand name Barascu).

c) Meth-lurea compounds (Monuron and Diuron, under the brand names of Telva and Karmex)

d) Erbon and Simazine.

Many factors, including soil type and climate, influence the effectiveness of these chemicals on
vegetation and the soil. Boron has been found more favorable in arid regions, and chlorates better in
humid areas. Get recommendations from local soil an weed experts for the best sterilant to use.

6.3.4 SNOW COVER

Snow cover should remain natural and undisturbed. The observation site should be located so that
snowfall is normal and free of obstructions that can cause artificial drifting or wind scouring.

6.4 TYPES OF THERMOMETERS AND READINGS

Dial-type or digital thermometers may be used.  Maximum, minimum, and current temperatures are
generally recorded at lesser depths. At greater depths where temperature changes are slower (generally,
below the 8-inch level), only the current temperature is usually recorded.  At most observing sites, 
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maximum and minimum air temperatures are read and recorded at the same time and location as the 
soil temperatures. See Subsection 6.9 for a description of the Palmer soil and other types of
thermometers in use.

6.4.1 INSTALLATION OF THERMOMETERS

Sensing elements should be located in and under undisturbed soil. They should be in close contact with
the ambient soil, with no insulating air spaces or pockets, and without artificial channels for the entry of
water. They should be in or very near the center of the observation plot. Readouts should be mounted
high enough above gro8nd to make it easy and convenient to read and reset the thermometers.

Dig a small trench just to the north of the spot where the sensors will be imbedded in the earth. This
should be as small as possible without hindering the necessary work. Remove the sod carefully and set it
aside on boards or a tarpaulin (you will replace this later). This should be removed in layers, as it can be
replaced as close to its original condition as possible.

The trench should be slightly deeper than 6the lowest depth for the sensor. This allows enough working
space and permits a slight looping of the flexible cables to be installed. Make a hole for the sensing
elements with a rod 18 inches long and 5/16 inch in diameter for installing the 13-inch long mercury-in-
steel sensors used with the Palmer soil thermometer (subsection 6.9). The rod should be pressed into the
face of the south end of the pit at the proper depth and be driven into the soil nearly its full length. It
should remain parallel to the surface above it so that it is the same depth throughout its full length. If
smaller sensors (such as thermistors or thermocouples) are used, a rod with a diameter equal to or only
slightly larger than the sensor should be used. See exhibit 6.1, which shows the instrument trench
(unshaded area) as it would appear before replacing the soil.

Press the sensing element into the hole with the least force possible. If too much resistence is met,
withdraw the element and clear the hole with the rod.

6.5 SHELTERS

6.5.1 THERMOMETERS HEAD SHELTERS

Soil temperature thermometer heads or recorders must be protected from the wea6her by a shelter, such
as that shown in exhibit 6.2., in which the access door opens from the side or top., The length of the
shelter depends on the number of thermometers installed.

Soil temperatures measured with an MMTS will have the display mounted in or near a shelter housing
the air temperature sensor. A multiple positions switch on the display is used to read and reset
temperatures from all sensors.
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Exhibit 6.1: Installation of Soil Thermometers

6.5.2 LOCATION OF SHELTER

The shelter should be located about one foot north of the south edge of the trench. Set the supports for
the shelter in the trench before replacing the soil. The 5-foot cable will permit the shelter to be about
three feet above ground. This will allow for a slight loop of the cable in the trench floor for sensors as
deep as eight inches.

If electric wires connect the sensors to the recorders (as with the MMTS), the shelter may be located
outside and to the north of the trench, where no shadows will affect the soil above the sensors. 

6.5.3 REPLACING SOIL IN TRENCH

The soil should be replaced as nearly as possible in tits original condition. This will usually require firm
packing as each layer is replaced. Soak soil as it is returned to the trench, then replace the sod.  Excess
moisture will assist in renewing sod growth.

6.6 DEPTH OF SOIL TEMPERATURE MEASUREMENTS

The following dfep5ths (in inches) have been recommended by the Commission for Climatology (CC1)
and the Commission for Agricultural Meteorology (CagM) of the World Meteorological Organization
(1kM) for observing soil temperature: 2, 4, 8, 20, 40, 60, and 120.
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The two-inch depth was suggested only by the CAgM, for agricultural purposes. This depth is extremely
sensitive to microscale differences in soil type and color, moisture, and vegetative cover. It has been
found difficult to maintain an accurate two-inch depth, especially with a bare soil cover. The 60- and
120-inch depths were recommended only by the CC1, for climatological purposes-

Where a choice of depths must be made due to sensor limitations, the following order of priority is
recommended:

Priority 1  2    3   4   5   6      7
Depth (inches) 4  8  20  40  2 60  120

Many soil temperature measuring stations record temperatures only at the four-inch depth.

6.7 OBSERVATIONS

6.7.1 TYPE AND FREQUENCY

Readings are usually taken daily. At stations closed aver weekends that do not have recording
thermometers, the Monday maximum and minimum temperature readings cover the preceding 72 hours.

Daily ranges in the soil temperature can exceed air temperature ranges in the shallow layers. This
amplitude diminishes rapidly to about 1° at depths of 18 to 24 inches. Therefore, maximum and minimum
temperatures are normally recorded at depths through 20 inches, while only the current or daily average
temperature is recorded at greater depths.

6.7.2 TIME OF OBSERVATION

Because nearly all soil temperature stations also record daily maximum and minimum air temperatures,
all readings should be taken at the same time of day. Generally, this will be between 7 and 8 a.m. or
between 5 and 8 p.m. Pick a time that is convenient and adhere to this as closely as possible.

If recording instruments are used, they should be checked daily to be sure they are operating properly.

6.8 ENTRY OF READINGS ON PERMANENT RECORD FORMS

WS Form B-83a (formerly WS Form F-10a), "Supplementary Record of Climatological observations," is
designed for recording soil temperatures at up to 6 depths. Temperatures should be recorded to the
nearest whole degree. For levels at which you are recording both maximum and minimum temperatures,
enter  these in the appropriate depth columns under soil temperatures and label ,max,, and "Min" under
inches as shown on the inside of the WS Form B-83a cover. At levels where you record only the current
temperature, enter only the one value.
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6.9 PALMER SOIL THERMOMETER

This subsection describes the operation, maintenance, and calibration procedures for the Palmer soil
thermometer. This thermometer has been in general use for many years. See exhibit 6.2. Subsections 6.4
and 6.5 describe installation procedures.

6.9.1 RESETTING MAXIMUM AND MINIMUM POINTERS

After recording the maximum and minimum temperatures, carefully reset the red(maximum) and green
(minimum) pointers reset the red pointer first by bringing it into contact with the black (current
temperature) pointer- Next, gently rotate the
green pointer to the opposite side of the
black pointer. Do not press down on the
green pointer knob, as this will result in
tension loss in the pressure washer and
cause loose pointers.

During the above resetting, check the flex 
of the black pointer. It should flex or move
less than 10 in response to pressure from the
red and green Thermometer pointers.
Movement in excess of this indicates either
a loss of tension in the sensor system or too
much drag tension in the maximum and/or,
minimum pointers. If lubrication does not
correct the situation, the instrument must 
be replaced.

6.9.2 MAINTENANCE

The most common maintenance needs of the Palmer soil thermometer are as follows: loose or frozen
pointers, moisture in the head, broken covers, and calibration errors.

6.9.2.1 LOOSE POINTERS

This usually results from improper resetting procedures. Th correct this, remove the bezel ring and glass
cover (the red and green pointers are mounted in the glass cover). Remove the allen set-screw embedded
in the green knob. The tightness of this knob controls the tension on both pointers. With your thumb on
the bottom of the connecting shaft (inside the glass cover), carefully reset the green knob to the desired
tension. Clockwise rotation increases the tension.  Replace the allen set-screw in the green knob and
reassemble. You may find it necessary to replace the tension washer under the green knob.
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6.9.2.2. FROZEN PRINTERS

Frozen pointers can often be corrected by cleaning and lubricating. Use a good silicone lubricant,
preferably in a pressure spray applicator. In some case you may have to remove the bezel ring and glass
cover to perform adequate cleaning and lubrication

6.9.2.3 MOISTURE IN THE HEAD

This indicates the need for a new gasket. Remove the bezel ring and glass cover. Replace the sealing
gasket on a day with as low humidity as possible.

6.9.2.4 BROKEN COVER

A file or hacksaw may be required to remove the bezel ring. Make a cut across the outside edge of the
ring and use a screwdriver to press downward and outward to snap it off. Request a new cover and ring
from the NWS representative. This will be sent complete with a connecting screw to fasten it in place.

6.9.3 CALIBRATION ERRORS

Calibrate the thermometers at least twice a year. Without this, the thermometers are likely to drift upward
or downward. This subsection describes calibration procedures.

6.9.3.1. IN-PLACE CALIBRATION CHECKS

Incorrect date resulting from long-term calibration drifts can be eliminated with careful routine periodic
calibration checks. The following three procedures may be used to accomplish this.

a) A bi-metal or similar type of thermometer of known accuracy can be used for comparison. It is
imperative that the sensor of the bi-metal be pushed to the same depth as the Palmer soil
thermometer sensor bulb and left there long enough to stabilize at the soil temperature (4 to 5
minutes).

b) A more desirable technique for the shallow depths is to remove soil to the level of the base of the
Palmer 13-inch sensor bulb. The comparison thermometer sensor should then be inserted along the
13-inch sensor bulb, 2 to 3 inches from the base, and the soil replaced above it. The thermometer
must remain imbedded long enough for the removed and replaced soil to regain the temperature of
adjacent undisturbed soil at the same depth. When the soil has been removed, check to be certain the
soil thermometer is still at the prescribed depth.

c) If the soil at the depth of a soil thermometer is in the process of freezing, the temperature will often
remain at the 32 °F ice-water equilibrium point for several days. Check the temperature during this
period to determine the accuracy of the thermometer.
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6.9.3.2 CALIBRATION OF PALMER MODEL 35B

A calibration check of Palmer model 35B should be performed at least twice a year.

Methods (a) and (b) above should not be used on model 35B soil thermometers between about 9 a.m. and 6
p.m. on bright, sunny days, as sensitivity to heat penetration under these conditions can make it read higher.

Make the following two allowances for discrepancies between the Palmer model 35B and the check
thermometer.

a) The tolerance of the Palmer (about 2 °F) and the check thermometer (generally 1 percent of the scale)
may be additive.

b) A seemingly slight difference in exposure between the two may contribute to a variation in readings.
A spread of up to 4 °F between the two readings should be considered satisfactory. For method ©
above, a reading between 29 °F and 35 °F should be considered sufficiently accurate at the icepoint.

Note: Never apply any allowable difference as a correction to future observations.

6.9.3.3 THE CALIBRATION

If the above checks indicate a calibration offset, calibrate the thermometer as follows.

a) Place both the probe and the reference thermometer in the shelter housing the dial indicator and close
the door. 

b) After 10 minutes, open the door and record both readings.

c) Immerse both the reference thermometer and the entire probe of the Palmer thermometer in a slushy
ice bath.

d) After 10 minutes, record the temperatures. Leave the sensors in the ice bath, in case step (f) below
must be used.

e) If the difference in the readings of the two thermometers is approximately the same in steps (b) and
(d), an offset is indicated. See step (f) below. If the differences are not approximately the same, the
Palmer must be considered inoperative and replaced.
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f) If an offset is indicated, turn the "reset" screw on the back of the dial head until the thermometer
reads 32° while the probe is still in the ice bath.

g) On some older instruments, an access screw in back of the dial head must be removed first. The
adjustment on these models is limited to about two degrees. If a greater adjustment is needed, remove
the bezel ring and glass cover. Place a screwdriver in the center screw of the black pointer hand and
loosen it. Rotate the pointer hand gently to the desired setting. Re-tighten the center screw. If the
instrument is equipped with a non-reusable bezel ring, the ring may be removed with a file. Obtain a
replacement from the NWS representative.
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Exhibit 7.1: Winds Associated
with a Tornado

SECTION 7: ATMOSPHERIC PHENOMENA

7.1 INTRODUCTION

The following atmospheric phenomena should be observed and recorded on your WS Form E-165 or other
form designated by your NWS representative: Tornadoes, waterspouts, thunderstorms, damaging winds
(including squalls), fog, haze, smoke, dust, frost, and any form of precipitation. Recording haze, smoke,
dust and frost is optional, except when dangerous, i.e., to travelers or crops. Damaging and life-threatening
phenomena, especially tornadoes, would be reported immediately to the state police, the designated NWS
office or forecast office or as directed by your NWS representative.

Observations of the above phenomena are an important part of the record from climatological stations, and
they are often the only written account of these occurrences from the observer’s are that will be sent to
NCDC. Except for precipitation, no instruments are required to record these phenomena.

7.2 TORNADOES, WATERSPOUTS AND FUNNEL CLOUDS

Tornadoes and funnel clouds are nearly
always associated with intense thunderstorm
activity, While some waterspouts may
develop in the absence of thunderstorms and
often be much less destructive, others are
tornadoes that have formed or moved over
water, as they are just as dangerous over
water as land. 

7.2.1 TORNADO

Tornadoes are local storms usually of short
duration, consisting of violently rotating
winds, nearly always turning
counterclockwise in the northern
hemisphere. A tornado will usually appear
hanging from the bottom of the storm cloud,
generally close to but outside the area in
which rain is falling. Part or all of the funnel
may be invisible if the air is dry, but the
tornado can still often be identified by the
rotating particulate matter, especially near
the ground, and in Intense tornadoes, by a
loud roaring sound. Rotating debris not
associated with clouds are whirlwinds (dust
devils) rather than tornadoes.
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Tornadoes do their destructive work through the combined action of their strong rotary winds and the
partial vacuum in the center of the vortex. As a tornado passes over a building, the winds twist and rip from
the outside at the same time the abrupt pressure reduction in the tornado's "eye" causes explosive aver-
pressure inside the building (exhibit 7.1) (this exhibit will be re-drawn to show winds rotating counter-
clockwise). Walls collapse or topple outward, windows explode, and the debris of this destruction is driven
through the air with dangerous force. Heavy, objects like machinery and railroad cars can be lifted and
carried by the wind for considerable distances.

7.2.2 FUNNEL CLOUD

A funnel cloud is a tornado that does not reach the ground. Nearly all tornadoes start as funnel clouds,
forming at the base of dark, heavy cumulonimbus clouds and developing downward. Some never reach the
ground. Others reach the ground (becoming tornadoes), then rise again or dissipate.

7.2.3 WATERSPOUT

Over a large body of water, a tornado is called a waterspout. It rises from the water into the cloud in an
upward spiral. With some exceptions, they do not develop into dangerous storms, and diminish rapidly
when moving over land.

7.3 THUNDERSTORM

For record purposes, a thunderstorm is considered in progress when thunder is heard, whether or not rain is
falling or lightning is seen. The intensity may vary from occasional distant thunder to very frequent, sharp
thunder with heavy rain, sometimes associated with strong winds and hail.

7.4 HYDROMETEORS

Winds are considered "damaging" when vegetation, buildings, or other property has been injured, damaged,
or destroyed.

A squall is a sudden, violent wind, often accompanied by rain or snow. Gusty winds are characterized by
sudden, periodic increases in speed. There are noticeable differences in speed between the peaks and lulls.
All of these often occur with thunderstorms, or they can occur alone.

7.5 HYDROMETEORS

A hydrometeor is any form of atmospheric water (liquid or frozen) or water vapor that (a) falls through the
atmosphere, such as rain or snow; (b) is suspended in the atmosphere, such as fog; © is blown from
surfaces by the wind, such as blowing snow or blowing spray; or d) is deposited on objects, such as
freezing rain (glaze).
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7.5.1 FORMS OF PRECIPITATION

Hydrometers include precipitation in all its forms. It may be continuous, intermittent, or showery. The
intensity is classified as light, moderate, heavy or excessive. Precipitation is observed in the following
forms.

a) Rain: Drops of water in liquid from falling from the sky, larger than .02 inch in diameter.

b) Drizzle: Fairly uniform precipitation composed exclusively of fine droplets (less than .02 inch in
diameter), uniformly dispers3ed, that may appear to float with the air currents.

h) Ice pellets: Round or irregularly-shaped pellets of ice with a diameter of 1/5 inch or less, either
transparent or translucent. Pellets usually rebound when striking hard surfaces, making a sound on
impact. The following two types of ice pellets are observed.

(1) Hard grains of ice consisting of frozen raindrops ro melted and refrozen snowflakes (often
called sleet).

(2) Pellets of snow encased in a thin layer of ice. These are softer than sleet and rarely bounce on
impact.

The first type falls as continuous precipitation, while the second is associated with showers.

d) Glaze: Rain or drizzle that falls in liquid form but freezes to objects and/or on the ground. It forms a
smooth coating of transparent ice layers, as seen in exhibit 7.2. Ice storms results from heavy coatings
of glaze and may do great damage to trees, shrubs, and telephone and power lines, creating unsafe
condition such as those shown in exhibit 7.3.

e) Hail: Pieces of ice, often round or in irregularly shaped lumps, falling individually or several pieces
frozen together. They range from 1/5 inch to two or more inches in diameter. Exhibits 7.4. and 7.5
show examples of hail.

Hail usually consists of alternate opaque and clear layers of ice. It is normally associated with
thunderstorms and temperatures above freezing.

Hail can cause serious damage to anything it strikes. Crops may be destroyed (exhibit 7.5) kind livestock
injured.

f) Snow: White or translucent ice crystal, mostly in six pointed star form often mixed with simple
crystals. Snow occurs under conditions similar to those of rain, but the air temperature aloft must be
freezing or lower.



72

Exhibit 7.2: Glaze Exhibit 7.3: Road Hazard
Caused by Glaze

ATMOSPHERIC PHENOMENA

g) Snow pellets: White, opaque grains of ice, round or conical, 1/16 to 1/4 inch in diameter. They are
crisp and easily compressed and may bounce or burst when striking hard surfaces.

h) Snow grains (granular snow): Minute opaque, branched, starlike snowflakes or very fine simple
crystals. They are smaller than snow pellets and usually fall in small quantities from low stratified
clouds. They do not bounce or shatter on impact.

Both snow pellets and snow grains should be recorded as snow.
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Exhibit 7.4: Closeup View of Hail Exhibit Exhibit 7.5: Hail Accumulated on the Ground,
having Damaged Crops
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7.5.2 HYDROMETEORS OTHER THAN PRECIPITATION

a) Fog: Minute water droplets suspended in the atmosphere to form a cloud at the earth's surface. There
is no visible downward motion. The horizontal visibility is usually less than 3 miles. It is called
ground fog if the depth is less than 20 feet. Fog differs from haze by its dampness, and gray color.

b) Ice fog: Minute suspended particles in the form of ice crystals and/or needles. It occurs at very low
temperatures (-20 °F or colder), usually in clear, calm weather at high latitudes. It does riot produce
rime or glaze on objects.

c) Dew: Liquid water that has condensed on objects on or near the surface of the earth with above
freezing temperatures. Dew occurs on calm, clear nights.

d) Frost: Thin ice crystals shaped like scales, needles, feathers or fans, that form on objects with a
temperature of 32 ° or lower. Frost can occur on the ground when the air temperature at the instrument
shelter level is several degrees above freezing. It is the same as hoarfrost.

e) Freeze: The condition of the lower atmosphere when the temperature of surface objects is 32 ° or
lower. A freeze may or may not be accompanied by a deposit of frost. When vegetation is injured by a
relatively low temperature (with or without a frost), the condition is termed a freeze.
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During a freeze, the air at the instrument shelter level may be above 32 °, although the ground is 32 ° or
colder. This occurs most frequently during calm, clear nights, with the greatest temperature difference 
near sunrise.

Freezes are classified as follows.

1) Light freeze: little destructive effect on vegetation, except to tender plants and vines. Shelter level
temperatures are often above freezing but drop below freezing for a short period at the surface.

2) Killing freeze: widely destructive to vegetation. It is often defined as a sufficiently severe freeze to cut
short the growing season. Temperatures at thermometer level are generally below freezing. This is
sometimes called a "killing frost."

3) Hard freeze: staple vegetation is destroyed. The ground surface is frozen solid under foot, and heavy ice
forms on puddles and other exposed water surfaces. It is colder and more prolonged than a killing freeze.

f) Rime: a white or milky and opaque granular deposit of ice formed by the rapid freezing of supercooled
water droplets of fog, as they impinge on exposed objects. It is denser and harder than hoar frost, but lighter
and softer than glaze.

g) Blowing snow: snow particles raised from the surface by strong turbulent winds to eye level (six feet) or
above. It is blown about in sufficient quantities to restrict the horizontal visibility. It is called "drifting
snow" if raised to a height below eye level.

Blowing and drifting snow should be recorded when causing damage, such as blocking -roads or exposing
seeded fields.

7.6 LITHOMETEORS

Lithometeors are visible phenomena suspended in the air that are not associated primarily with water
vapor. Examples are dry haze and smoke.

7.6.1 DRY HAZE

Dry haze consists of fine dust or salt particles suspended in the air in sufficient quantity to reduce the
visibility. It resembles a uniform veil that subdues all colors. Dark objects have a bluish tinge. Bright
objects (the sun or distant lights) appear a dirty yellow or have a reddish hue.

Dry haze may be caused by a variety of substances, including dust, salt, residue from distant fires or
volcanoes, or pollen.
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7.6.2 SMOKE

This is suspended particulate matter resulting from combustion. Smoke will cause the disk of the sun at
sunrise and sunset to appear very red or to have a reddish tinge at other times of day. Smoke coming from a
great distance, such as from forest fires or volcanoes, usually has a light grayish or bluish color. 

As this smoke continues traveling from its source, the larger
particles drop out, leaving haze.

7.6.3 DUST

Fine particles of dust or sand suspended in the air, often as the result of a dust storm or sand storm that may
have occurred at or far away from the observing site. It imparts a tan or gray hue to distant objects. The
sun's disk is pale, colorless, or tinged yellow. Dust manifests itself in the following additional forms.

a) Blowing dust: dust picked up locally from the surface and blown about in clouds or sheets, reducing
the horizontal visibility to 6 miles or less.

b) Dust storm: blowing dust reducing the visibility to less than 5/8 of a mile. A dust storm usually arrives
suddenly in the form of an advancing dust wall which may be miles long and several thousand feet
high. Ahead of the dust wall the air is very hot and the wind usually light.

c) Dust devil: a small vigorous whirlwind, usually of short duration, made visible by dust and debris
picked up from the surface. Dust devils usually occur on hot, calm afternoons with clear skies. They
are seldom intense enough to cause appreciable damage.

7.6.4 BLOWING SAND

This is sand that is picked up fruit the surface of the earth by the wind and blown about in clouds or sheets,
reducing the visibility to 6 miles or less. It is called a sandstorm when the wind is very strong and the
visibility is reduced to 5/8 of a mile or less.

IMPORTANT road hazards created by dust storms and sand storms should be reported immediately to the
Weather Service Office.

7.7 ELECTROMETEORS

An electrometeor is a visible or audible display of atmospheric electricity.

7.7.1 AURORA

The aurora, sometimes known as the "northern lights" in the northern hemisphere, is a luminous
phenomenon of arcs, bands, or curtains of light in the high (and occasionally middle) latitudes and at very 
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high altitudes. These are usually white, but they may have other colors. The lower edges of the arcs or
curtains are usually well defined, while the upper edges are not. The aurora is caused by electrically
charged particles ejected by the sun, acting on the rarified gases of the higher atmosphere. The particles 
are channeled by the earth's magnetic field, so the bases of the curtains are pointed toward the earth's
magnetic poles.

7.7.2 THUNDER

This is a sharp or rumbling sound which accompanies and follows lightning discharges. It is caused by
rapidly expanding gases along the channel of a lightning discharge.

7.7.3 LIGHTNING

Lightning is the flash of light from a sudden visible electrical discharge produced by thunderstorms. It
takes the following forms:

a) Cloud to ground - bolts occurring between cloud and ground.

b) In-Cloud - lightning within the cloud only. The streaks are not visible from the ground.

c) Cloud to Cloud - streaks of lightning from one cloud to another, or from one part of a cloud through
cloudless air to another. The streaks are visible from the ground.

d) Air discharges - lightning from a cloud into the air, but not striking the ground.

7.8 LUMINOUS METEORS

A luminous meteor is an atmospheric phenomenon appearing as a luminous pattern in the sky. It is
produced by the reflection, refraction, diffraction, or interference of light from the sun or moon. The
following types are observed.

7.8.1 HALO PHENOMENA

This is a group of phenomena in the form of rings, arcs, pillars, or bright spots produced by the reflection
or refraction of sunlight or moonlight by ice crystals suspended in the atmosphere. Cirrus and cirrostratus
clouds often produce halos. The rings are about 220 away from the sun or moon.

7.8.2 CORONA

One or more sequences of small colored rings centered on the sun or moon. A corona is usually smaller
than a halo, and all colors may not be visible. Colors may be repeated irregularly, causing iridescence.
They are produced by sunlight or moonlight shining through thin clouds consisting of water vapor.
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7.8.3 RAINBOW

A group of concentric arcs produced on a “screen" of falling precipitation by the light from the sun or moon. In
some cases a double rainbow may be seen, with the weaker bow being outside the stronger and having the
sequence of colors reversed.

7.8.4 FOG BOW

A primary rainbow consisting of a white band which appears on a screen of fog. It is usually fringed with red on
the outside and blue on the inside.

7.9 REPORTING AND RECORDING ATMOSPHERIC PHENOMENA

While all of the above phenomena should be recorded on the forms used by the observer to record other
parameters, only a few of the phenomena need to be reported in real-time.

7.9.1 REAL-TIME REPORTING

Phenomena posing threats to lives and property should be reported to the NWS Forecast Office and, in many
cases, to the police or other emergency preparedness office, as soon as possible. This will greatly assist the
Office in the issuance of accurate warnings for areas in the path of the storm. The NWS representative or other
NWS official will inform you where to report.

7.9.1.1 REPORTING TORNADOES AND FUNNEL CLOUDS

Whenever a tornado is observed in progress, call the designated NWS office immediately by telephone collect or
other designated means, giving the following information:

a) Distance and direction from your station. 
b) Direction toward which it is traveling. 
c) Time it was observed.

Report funnel clouds also, when it appears they are intensifying, as tornadoes develop from funnel clouds. As
noted above, what may appear as a funnel cloud may actually be a tornado, if the lower part has no cloud
associated with it.

7.9.1.2 REPORTING OTHER PHENOMENA

Record information in the "Remarks" column of WS Form B-91 or other designated form, or on a separate sheet
of paper. See subsection 2.7 for real-time reporting of other phenomena.
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7.9.2 RECORDING ATMOSPHERIC PHENOMENA

7.9.2.1 TORNADOES, WATERSPOUTS, AND FUNNEL CLOUDS

Record as many of the following as you can: time of occurrence, direction and length of path, width of the path,
destruction from wind and hail, injuries, deaths, and any other relevant circumstances.

7.9.2.2 THUNDERSTORMS

Record the time of occurrence, the direction and distance from the station, and the direction toward which the
storm moved.

7.9.2.3 OTHER PHENOMENA

Record other phenomena in the "Remarks" column. Include information on damage, deaths, or injuries, if any.
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8.1 INTRODUCTION

Flash floods are caused mostly by sudden heavy rains filling natural and manmade drainage systems
beyond their capacities. At other times, flash floods can result from dam breaks, the buildup of water
behind ice jams, and by the breakup of ice jams. Water cannot be carried away fast enough. This results in
the overflowing of the drainage systems, with raging water and its deadly cargo of uprooted trees, smashed
structures of boulders, mud, and other debris. Rain-caused excessive runoff begins when the soil and
vegetation cannot absorb rain or the combination of rain and melting snow.

8.2 AREAS MOST SUBJECT TO FLASH FLOODING

Flash flooding can occur quickly in urban areas where land development has made the earth's surface
impervious to water, sweeping away vehicles and damaging residential and industrial property. It can occur
in and near mountainous areas where steep slopes can accelerate runoff rates, quickly changing dry or
trickling brooks into dangerous raging torrents. Flash flooding can also occur within a few hours of heavy
or excessive rainfall which caused a dam failure. Sudden flash flooding is possible in areas having no rain,
due to thunderstorms many miles away, out of sight and hearing range.

Even moderate rain, falling on impervious frozen, snow- or ice-covered ground, can produce flash flooding,
especially if temperatures are high enough to add melted snow to the runoff.

Flash flooding is especially likely near the headwaters of river basins, where water levels may rise quickly
in heavy storms. It can begin well before the rain stops falling. While water levels in major rivers usually
change gradually, there is relatively little time between the onset of heavy rain and flood conditions in
smaller basins.

Flash flooding occurring on streams and rivers behind ice jam and following the breakup of jam can cause
severe devastation from chunk ice scouring and literally destroying anything along the banks of rivers.

8.3 FLASH FLOOD WARNINGS

The NWS assigns flash flood warning responsibilities to Weather Service Forecast Offices and Weather
Service Offices. These offices rely on satellite, radar, observations from weather stations operating 24
hours per day, and particularly on reports from private individuals, the police, and local preparedness
agencies.

Because flash floods, and particularly the thunderstorms that may cause them, can occur very suddenly and
in very limited areas, the density of weather observations from 24-hour stations is inadequate to detect
conditions leading to flooding. This, in turn, makes it very difficult for NWS offices to issue warnings with
enough lead time to protect lives and property adequately.
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You do not have to wait for a team to arrive. You can call unofficial observers to get their rainfall amounts
during or prcnptly after the storm, lest they forget their readings later. Then, call the weather office (voice
telephone) to report this information. This may be the only way the weather office learns of these extreme
rainfall amounts or flood levels.
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Therefore, individuals in these areas must be aware of the potential flood hazards and develop local
preparedness plans to protect themselves from loss.

8.3.1 ROLE OF COOPERATIVE OBSERVERS

Cooperative observers can play a vital role in protecting lives and property by being alert to report
excessive rains and rapidly rising or flooding streams to the Weather Service Office and to the police or
other preparedness agencies in their communities. They should thus be encouraged to become involved in
any preparedness plans developed by their community. Observers should be certain any special telephone
numbers they have been given for reporting these events, are current.

8.4 SUPPLEMENTAL SURVEYS

Frequently in the aftermath of flash floods or other exceptionally heavy rainfall events, NWS or other
authorities may decide to conduct supplemental precipitation surveys - popularly known as "bucket
surveys." Within two or three days of the event, officials will go to the area of flooding or heavy rainfall to
obtain data from citizens who do not routinely report rainfall amounts. They will contact people who had
trash cans, jars, other containers, or any type of personal raingage that can be used as unofficial gages.
They will also look for high water marks on buildings, trees, etc., to determine the maximum stream levels
attained during flooding. Surveys must be done before subsequent rains wash away these water marks and
before memories dim and records are lost.

The time rain began and ended (i.e., the duration of heavy rainfall) is also very important.

8.4.1 PURPOSE OF SURVEYS

Data obtained from bucket surveys are used to correlate heavy rainfall amounts with flood and flash flood
crests. This information is vital in developing models that relate heavy rainfall to peak water levels. These
relationships are used to increase the accuracy of future flash flood forecasts. They are also needed to
justify the building of dams, the widening of drainage channels, the control of upstream urbanization
(which can greatly increase future flooding risks), and to decide legal questions.

8.4.2 HOW THE COOPERATIVE OBSERVER CAN HELP

Since many cooperative observers routinely compare rainfall amounts with others, they can be of great help
to the bucket survey teams by providing the locations and rainfall amounts recorded by others, or by
informing the team how best to contact the other observers for further information. They can often help the
team identify the area(s) having received the most precipitation.
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SECTION 9: MISCELLANEOUS FORMS

9.1 INTRODUCTION

This section describes and displays forms used in the cooperative Program to record or mail weather
information, to request information or supplies, and to record information on cooperative stations in a
master data base.

9.2 WS FORM  B-18A: PUNCHED TAPE MAILING LABEL

This is the gummed label shown in exhibit 9.1. It is used for mailing Belfort (Fischer & Porter)
precipitation tapes to NCDC or to other offices.

Exhibit 9.1: WS Form B-18A - Punched Tape Mailing Label

9.3 WS FORM B-44: COOPERATIVE STATION REPORT

This form (not shown) contains a complete file on the location, instrumentation, observer name, etc., of
each station. It is not used by cooperative observers. After the NWS representative visits an observer, he
will mark any changes in the observing site on the form (change of equipment, instrument exposure, time
of observation, new observer, etc.) and send it to his regional headquarters. There, the changes will be
keyed into a regional and national computer data base.

9.4 WS FORM F-54: METROPOLITAN NETWORK MONTHLY REPORT

Form F-54 is used mainly in volunteer temperature and precipitation-observing networks in metropolitan
areas. The forms are mailed to local NWS offices, some of which use them in studies of the effects of
urbanization and terrain on local weather patterns and to promote public interest in weather. Data from
these networks are also used by lawyers, insurance companies, etc., much as the E-15's are used.

The metropolitan networks usually have many more observing sites per unit area than the cooperative
network. The accuracy of data, however, can vary greatly from one network to another, as there may be no
station inspection program.
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These data are classified as unofficial, and are not generally archived or published by NCDC.
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1. Purpose

The purpose of this handbook is to provide details, particularly those which may change
frequently, on the broad policies contained in Weather Service Operations Manual B-17 (WSOM
B-17), Cooperative Station Management. It is intended for the use of the National Weather
Service (NWS) representative (NWSREP)--the person who establishes, maintains, visits, and
closes cooperative stations. The NWSREP is usually a cooperative program manager (CPM),
Hydrometeorological Technician (HMT), or the Data Acquisition Program Manager (DARN).
However, the NWSREP may be any NWS employee who conducts official visits to cooperative
stations. During the 1990's HMTs and DAPMs are expected to gradually replace the CPM as the
NWS Modernization and Associated Restructuring takes place. The DARN will supervise those
HMTs responsible for the cooperative program.

WSOM B-17 defines the mission and scope of the NWS Cooperative Program and provides
policy for management, operation, and maintenance of the program. Instructions for the
installation and maintenance of equipment are contained in NWS Observing Handbook #2,
Cooperative Station Observations (WSOH2).

2. Types of Observing Networks

Observing sites that are included in the cooperative program are placed in one or more of the
networks described below.

2.1 “a” Network

The “a” network is the basic climatic network of the NWS. Data are used to describe the climate
of the United States. The requirement for and spatial density of stations in the “a” network are
defined by a 1953 study which is currently referred to as the Planned Network. Included in the
“a” network are the stations in the historical climatology network (HCN), which must have at
least 80 years of records. Data from HCN stations are often used in the study of climate change.
Most, but not all, stations in the “a” network observe 24-hour maximum and minimum
temperatures and 24-hour precipitation totals. At a minimum, “a” network stations must observe
24-hour precipitation totals.

2.2 “b” Network

Cooperative stations are placed in the "b" network if their observations are used primarily to
support NWS hydrologic programs, such as flood forecasting, hydrologic planning, water supply,
etc. Stations nearly always report 24-hour precipitation, and many include river stage or lake
level. A few report maximum and minimum temperatures and the water equivalent of all snow
on the ground (old and new). Information on the water equivalent of snow is particularly 
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valuable during seasons when rapid snow melt may lead to flood conditions. A few stations
record and report evaporation, soil temperature, and storage precipitation (usually snow at
mountain stations).

A part of the “b” network is known as the FC-1 Network. PC stands for flood control. It consists
of cooperative stations equipped with recording precipitation gauges that were originally
maintained and funded by the Corps of Engineers (COE) but now are maintained and funded by
the NWS.

2.3 “ab” Network

Cooperative stations that support both the climatological and hydrological programs of the NWS
are referred to as being in the “ab” network. They generally have the responsibilities of "all and
'”b” network stations combined.

2.4 “c” Network

Cooperative stations are placed in the “c” network if they support meteorological (rather than
climatological and hydrological) programs of the NWS. Generally, data from the “c” network
stations are used to support the issuance of warnings and forecasts and public service programs
based on local and regional requirements. Stations with long records are included in the “c”
network when they are not included in other networks described in WSOM B-17. These stations
should maintain the same time of observation (Section 3.1) and the same type of equipment if at
all possible.

Section 5 of WSOM B-17 contains additional information.

3. Times of Observation, When and How to Report

3.1 Times of Observation

Observations at stations in the “a” network are generally taken at 5 or 6 p.m. local time, although
some report at later hours, even as late as midnight, and a few in the morning. observations at “b”
network stations are usually taken at 7 a.m. Newly established “b” network stations should be
encouraged to adopt this observation time. Unless requested otherwise by the NWSREP, it is
important to discourage observers from changing their scheduled times of observation. Such
changes can cause fictitious changes in monthly average maximum and minimum temperatures.

It is important that observers note in the remarks column any date on which they departed from
the scheduled time of observation, e.g., “8:30 a.m. ob.”
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3.2 Methods of Reporting

Many of the “b” and “c” network stations provide real-time or semireal-time data to NWS offices
by telephoning their observations to an NWS office or to a computerized data collection system.
Other observers, particularly those in the “all network, mail their data to the NWS or National
Climatic Data Center (NCDC) weekly or monthly. Some “b” network stations are entirely
automatic and are telemetered either by telephone lines, satellite, VHF radio, or by other means.
Nearly all “b” and some “c” network observations, manual or telemetered, are relayed to a river
forecast center (RFC) and to other offices that use the data as input to hydrologic models to
support hydrologic forecast and warning operations and/or water resource forecasting. Some
regions have their own reporting systems whereby observers key data into devices that send tones
directly to computers over telephone lines. For example, the Central and Eastern Regions'
systems are called ROSA (Remote Observation System Automation).

3.3 Reporting Criteria

Some “b” network observers report data each day, while others report only when specific criteria
are met or exceeded. For example, the observer may be instructed to report only when the river is
at or above a certain stage or if a specific amount of precipitation has occurred. Observers may be
asked to begin calling at 6-hour intervals or other specified times when significant hydrologic
events occur. These more frequent calls generally continue until the river falls below a given
stage or precipitation ends. Reporting instructions vary from region to region and office to office
but are made consistent with data requirements.

4. Establishing, Changing, or Closing Cooperative Stations

General policies are described in WSOM B-17. WS Form B-43, Request for Establishment or
Change in Status of Cooperative Station, is the vehicle to be used by field offices to request
changes at cooperative stations. Regions are authorized to issue separate instructions regarding
the use and scope of WS Form B-43. Requests for the establishment of stations and changes in
observations must be supported by a requirements statement in Block 17, indicating the purpose
for which the data will be used and the NWS programs that will be supported. An exception to
this policy is that a requirements statement is not needed for stations in the “all network, since
these sites are automatically authorized if they help fulfill the 25-mile spacing criteria.

4.1 Establishment of FC-1 (Flood-Control) Stations

The number of stations in the FC-1 program is intended to be stable. Regions may move sites
from one location to another to meet changing requirements provided these changes are
coordinated with the COE. If the NWS has requirements for additional FC-1 data sites above
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their current allocation, the regional hydrologist should coordinate the requirements with the
Office of Hydrology (OH), Weather Service Headquarters (WSH). If OH agrees to support the
requirement, it will issue a letter approving the additional stations) and provide the region with
the appropriate funding for equipment.

If the COE indicates a requirement for additional FC-1 data sites, they should contact the NWS
regional hydrologist. Recommendations for new stations are coordinated by the regional
hydrologist and the appropriate district Corps' office and submitted, by the COE office involved,
to the Chief of Engineers. If the recommendation is favorably endorsed by the Chief of Engineers
and resources are available, WSH will issue a letter approving the additional stations).

4.2 Closure

Stations in the FC and other networks may have to be discontinued due to the unavailability of
observers, poor quality of observations, replacement by automated stations, or because the
stations no longer serve the purpose for which they were intended. Responsibilities are described
in WSOM B-17.

5. Procedures for Numbering and Naming Cooperative Stations

Cooperative station numbers are assigned by NCDC to identify the stations and to facilitate
alphabetical listings. Station numbers consist of seven or eight digits: e.g., 18-1125-6 or 10-
1124-10. The first two digits identify the state (e.g., 18 is Maryland, 10 is Idaho), the middle four
digits are arranged alphabetically by station name whenever possible, and the last one or two
digits identify the climatological division in which the station is located. See Table 2 of the
Cooperative Station Service Accountability (CSSA) User's Manual for state numbers.

The NWSREP selects and changes station names. The purpose in determining the name is to help
pinpoint the station location in terms familiar to the public. Whenever practicable and
reasonable, stations should be designated by the name of the nearest community within the state
recognized in the Rand-McNally Atlas. This is to be considered the primary name.

In the following situations, a secondary name is needed to help identify a station.

a. Two stations are located in the same town or city. Use a descriptive secondary name
familiar to the area for one station, such as Ohio State Farm or State University.
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b. The station is located more than one-half mile from the post office building or center
of the community. Either add a secondary name, as above, or use the distance in whole
miles and direction relative to true north to 16 points of the compass from the post
office or community center to the data site, such as Plowville 4 ENE. Secondary names
are not required, however, if the station is within the city limits and no other station
uses the primary name.

c. There are two stations within one-half mile of the post office and there is no clearly
descriptive local secondary name. Use numbers 1, 2, 3, etc., such as Plowville No. 2.
Two stations this close to each other either should be incompatible or should not
observe the same parameters. One may observe river stage and the other temperature
and precipitation.

Multiple service stations are those which participate in more than one task (such as recording
precipitation, rainfall reporting, river reporting, etc.) and which have the same observer. Each of
these should be considered as a single station with the same name if the instruments are at
approximately the same site. See WSOM E-40 pertaining to observing the river stage in
connection with other observations.

6. Relocations and Moves

6.1 Definition

A station is considered to be moved whenever the observing equipment is taken from one
location and placed at another. There are two categories of moves, compatible and incompatible
(Sections 6.1.1. and 6.1.2).

Compatibility is always determined by comparing the new to the original equipment location for
the station as described on Rendition 1 of the station's WS Form B-44. With some exceptions, a
move is considered compatible if the new equipment location is within 5 miles of the original
equipment location and the difference in elevation is 100 feet or less. However, take great care to
assure that moves made within these limits are not, for example, from a hilltop to a valley bottom
or subject to other large magnitude influences such as large water bodies, pavements, etc.

6.1.1 Compatible Move

A move is considered compatible when the equipment at an observing location is taken from its
present location, installed at another, and the data at the new location are considered
climatologically compatible with the data from the original site, as defined in Rendition 1 of the
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WS Form B-44. Thus, data from the new location will be a continuation of record of data from
the old. The NWSREP is responsible for making the final determination on compatibility.

There are two types of compatible moves:

a. Equipment Move. A move is considered to be an equipment move when 
(1) the equipment is moved 200 feet or less
(2) for all practical purposes the station remains at the same data site, and 
(3) data compatibility is maintained. An example of this is when the equipment is

moved 100 feet south of its present location in order to improve the exposure. If
data compatibility is not maintained, then\ the move cannot be considered an
equipment move.

b Relocation. A move is considered to be a relocation when 
(1) the observing equipment is moved
(2) the data site changes, and 
(3) data compatibility is maintained. An example of a relocation is when an observer

quits and the equipment is moved next door to a neighbor's yard or to some other
location and data compatibility is still maintained.

A WS Form B-44 will be prepared and submitted to document all equipment moves and
relocations (see the CSSA User's Manual).

6.1.2 Incompatible Move

A move is considered incompatible when observing equipment is moved and the data from the
new location are not climatologically compatible with data from the first rendition of the WS
Form B-44 for the station. That is, you must check back to where the station was originally
established. Incompatible moves require two actions. The old data site is closed and the new site
is treated as an establishment or re-establishment. The new site is given a different station
number from the old site, as well as a new primary and/or secondary name.

If the new site is at a location that is climatologically compatible with a previously closed site,
the new site is considered to be a reestablishment of the closed site, and it is given the station
number of the previously closed site, provided the primary station name is the same.

6.1.3 Changes in the Primary Name of a Station

If the primary name changes for any reason, it is necessary to change the station number. If the
change is due to a compatible move or a change in the name of a town or city, the following
procedures will be used.
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a. A WS Form B-44 will be issued closing the station with the old name. The following
statement will be placed in the Remarks section of the form: “Station closed due to
change in primary name. Station Number YY-YYYY-YY will be a continuation of
this station record.”

b. A WS Form B-44 will be issued establishing a new station with the new station name
and number. In the Remarks section enter this statement: “This station is a
continuation of the record of Station XX-XXXX-XX which was closed due to a
change in the primary name.”

6.1.4 Examples of Moves

The following examples illustrate the relationship between compatible and incompatible moves.
Location 1. In 1940, a station is established 4 miles west of the town of Jones, given the primary
name of Jones and secondary name of 4W (Jones 4W). Station number 10-4500-01 is assigned.
In 1958 the observer quits, a new observer cannot be found, and the station is closed.

Location 2. In 1970 a station is established one-quarter mile north of the center of Jones. It is
only 4 miles east of the old Jones 4W site and the difference in elevation is only 25 feet.
However, it is determined that the two sites are not climatologically compatible because Jones
4W was on the north side of a hill, while the new site is on the south side of a hill. The new
station is given a new number, 10-4495-01, and named Jones.

Location 3. In 1975 the observer at Jones moves to a new home located 1.4 miles east of the
center of town, with the observing equipment moved with him. The station elevation is 60 feet
lower than at the old site. The new equipment site is considered compatible with the old, so the
move is considered a relocation. The station is given a new secondary name LIE) but the primary
name (Jones) and the station number (10-4495-01) do not change. Assigning a secondary name
LIE) is optional if Jones is a city and no other station in the city uses the name Jones.

Location 4. In 1978 the observer at Jones 1E quits. The equipment is moved to a location just
one-half mile south of the center of town, and is 90 feet lower in elevation than Jones 1E
(Location 3 above). Location 4 is within compatible limits of Location 3. However, the
compatibility test must be applied to the original site of Jones (B-44 Rendition 1 at Location 2).
The move is incompatible since Location 4 is 150 feet lower than Location 2. A WS Form B-44
is issued closing Jones 1E (10-4495-01). The primary name of the new Jones site is still Jones.
The secondary name is changed to No. 2. The station number must be changed because of its
incompatibility with Jones. The new station number assigned by NCDC is 10-4496-01, and the
station name is Jones No. 2.
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Location 5. In 1981 the observer at Jones No. 2 quits and a replacement is found 8 miles west of
town. This site is incompatible with Jones No. 2 because 

(1) the move exceeds the suggested five-mile limit, and 
(2) the site is on a different side of a hill. 

Because of this incompatibility, Jones No. 2 must be closed. However, Location 5, named Jones
8W, is compatible with Location 1. A WS Form B-44 is issued-to close Jones No. 2 and another
to re-establish station 10-4500-01, stating in Remarks, “This station is a continuation of the
record of station Jones 4W, which was closed in 1958.”

6.2 Illustrations of Name and Number Changes

In conformity with the above criteria and examples, the actions to be taken with respect to station
names and numbers are illustrated in Table 6.1.

6.3 Determining Latitudes, Longitudes, and Elevations

The latitude and longitude of a station will be determined by the NWSREP to the nearest minute
from a large-scale map. (Positions may need to be recorded to the nearest second or ten-
thousandths of a degree for stations whose real-time observations are used for radar ground truth.
However, WS Form B-44 (see Section 11.6] and CSSA files (Section 8] would have to be
revised to accept the extra characters.) The elevation of a cooperative station is the mean sea
level elevation of the ground at the site of the equipment, to the nearest foot. In case the
instruments are not at the same general elevation, the elevation of the ground at the site of the
rain gauge, if any, will be used. In the case of a station having only a river gauge, the ground
level of the wire weight of the bridge or the ground level of the gauge house may be used as the
elevation of the station. In the case of a cooperative station that is collocated with an NWS basic
station (see Section 10), the elevation is the ground elevation reported on NWS Form A-1.
Otherwise, elevations should be determined by the NWSREP from U.S. Geological Survey
sectional charts if no other markers are available. Accepted abbreviations will be used to save
space on forms.

7. Procedures and Instructions for Obtaining Station Identifiers (SID)

While the identification number for moved stations will be assigned by NCDC, SIDs are
assigned by the Office of Systems Operations (OSO). Issuances, changes, and deletions of SIDs
are requested by submission of a Management Information Systems Communications Handbook
#5 (MISCH5) Change Request Form. Cooperative stations are assigned SIDs, usually containing
five characters; the first three identify the city or town, and the last two are a letter and number
identifying the state; e.g., C3 for Connecticut.
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Station change Station Name Station Number

Observing program and/or
instrumentation changed; no station
move involved (e.g., max and min
thermometers installed at precip.
stations).

Name remains unchanged. Number remains
unchanged.

Community or post office name
changed; no station move involved.

Name is changed to conform to new
name of community. 

Number is changed to
conform to new name.

Station moved enough to place it in
another primary community or post
office. (In this case, the move may
or may not be enough to break
continuity of the record.)

Name is changed to conform to
name of new community.

Number is changed to
conform to new name.

Station is moved within or about the
same community or post office but
not enough to break continuity of
the record.

Primary name is unchanged;
secondary name is changed if
needed to conform to new
orientation to community (e.g.,
Podunk 1E to Podunk 2NE or
Cornstalk Univ. to Cornstalk Water
Works).

Number remains
unchanged.

Station is within one-half mile of
the city center and has a secondary
name of
No. 1. It is relocated to another site
that is still within one-half mile of
the city center. Both sites are
compatible.

Neither the primary.nor the
secondary name is changed.

Number remains
unchanged.

Station is within one-half mile of
the city center and is moved to a
noncompatible site still within one-
half mile of the city.

Primary name is not changed.
Secondary name is changed.
Plowville
No. 1 be-comes Plowville No. 2.

Number is changed.

Station is within one-half mile of
the city center and is re-located to a
site that is 3 miles west of the city
center. Both sites are compatible.

Primary name is not changed;
secondary name is changed to 3W
or a
more appropriate local name such
as University or Water Works.

Number is not
changed.

Table 6.1. When to Change Station Names and/or Numbers
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An SID Request Form shall be completed for any cooperative station that is established, moved,
renamed, or closed, and to correct errors in MISCH5 records. The main function of assigning
SIDs is to establish a directory of the locations where observations are taken. All cooperative
stations, including reimbursable sites, shall be listed in MISCH5. See WSOM A-52, NWS
Shared Access Data Bases and NWS Location Identifier Handbook.

Completed request forms shall be submitted to the OSO through regional headquarters (RH).
Instructions for completing the form are contained in MISCH5.

When cooperative stations are moved or relocated, the following procedure shall be used:

a. If data from the new location are considered climatologically compatible with data
from the old site, the SID will not change unless it is necessary to do so to identify a
change in station name associated with the move.

Even if a new SID is not required with a compatible move,.an SID Request Form may
be required to change information such as latitude, longitude, elevation, etc., which did
change as a result of the relocation.

b. A new SID will be required whenever a station move results in incompatible data even
if the station's city name does not change. In cases of an incompatible move, two SID
Request Forms are required:
(1)  to delete the old SID, and 
(2)  to establish a new one.

c. All requests to add, delete, or change SIDs must be coordinated with the appropriate
RFC by the Service Hydrologist before being forwarded to the RH.

8. Updating CSSA Files

CSSA files are described in Section 6 of WSOM B-17 and in the CSSA User's Manual. They are
updated as follows:

a. When visiting a cooperative station, the NWSREP reviews and verifies all information
contained on the current rendition of WS Form B-44 for the station. If the changes will
necessitate an update of the CSSA files, a new rendition of the WS Form B-44 is
prepared and forwarded to the appropriate RH in draft form, on a diskette, or by other
means. See the CSSA User's Manual for instructions on preparing WS Form B-44.

b. The regional NWSREP uses this information to update the regional CSSA data base.
This process includes error checks.
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c. The regional NWSREP sends updates periodically by diskette or other means to WSH
and NCDC to update their master nationwide files. Additional error checks and
corrections may be made at WSH and NCDC, with listings of errors sent back to the
regions if necessary.

9. Inactive Stations

A station is inactive if it is carried on the roles, no observations are taken, but observations are
expected to resume within 6 months. If a station is inactive longer than 6 months, it should be
closed. A station is made inactive by submitting WS Form B-44 indicating the Reason For
Report as “06, inactivate.”

9.1 NWS-Funded Stations

An inactive station can be made active by submitting WS Form B-44 indicating the Reason For
Report as “07, reactivate.” When an inactive station must be closed, WS Form B-43, Request for
Establishment or Change in Status of Cooperative Station, must be filled out and approved,
unless exempted by the RH. WS Form B-44 will be prepared after the closure has been approved.
The instruments should be removed and retained in the NWSREP's stock for future use.

9.2 Reimbursable Stations

Because of the proprietary interest of the sponsoring agency, the location of a reimbursable
station is controlled by that particular agency, and the NWS is obligated to continue its operation
if at all possible. When such a station becomes inactive and repeated efforts fail to restore it to
operation, the sponsoring agency should be informed as soon as practical so arrangements can be
made for closure and adjustments made in funding.

The reopening of a reimbursable station may require additional coordination with the sponsoring
agency.

10. Cooperative Station Services at Stations that Report Basic Observations

Observations taken at these stations, where such data are required for the takeoff and landing of
aircraft, frequently are needed and used in the “a”, “b”, or “c” networks, and some instruments
may be serviced by the NWSREP.

Occasionally there are cooperative station type services rendered at stations-that report basic
observations that should be continued if the latter stations are consolidated, moved, or closed.
Such services might be hourly or daily precipitation, maximum and minimum temperatures,
evaporation observations, etc. Before action is taken to change the status of these stations, the



COOPERATIVE PROGRAM OPERATIONS

  WSOH612

services rendered should be reviewed to determine if observations should be continued to meet
cooperative network requirements.

The following actions should be taken if the station reporting basic observations is scheduled to
be closed.

a. “a” Service. Establish a cooperative station at the same or a compatible site (or, if
necessary, at the closest possible incompatible site) if it is determined that the station is
needed in the “all network.

b. “b” Service. Review the need for continued service with the office that has Hydrologic
Service Area (HSA) responsibility, the RFC, and the regional hydrologist.

c. “c” Service. Review the need for continued service with the appropriate Weather
Service Office (WSO) and Weather Service Forecast Office (WSFO). If the need for
service continues, a cooperative station may be necessary.

11. Administrative Forms

This section describes the lists and forms used in the cooperative program.

11.1 Cooperative Station Numbers Master List

This listing, prepared by NCDC, is a historical summary of all station names, numbers, locations,
and changes through time. It is available on diskette.

11.2 WS Form B-23, Cooperative Station Inspection

The inspection form is intended to report the details of each station visit. This form, however, is
obsolete in most regions, having been replaced by computer-prepared inspection records.
NWSREPs using WS Form B-23 should contact their RH for instructions on preparing it. An
inspection report must be prepared for each visit to a station by the person making the visit. If the
station being visited is a river gauge-only station, WS Form E-20 will be prepared instead. The
report should be prepared during the visit and not from memory at a later time. If a computerized
form is used, copies may be prepared for each site in advance of the trip. The NWSREP may
enter the required information in pencil or pen during the trip, then key these values into a
computer data base after the trip.
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The original and one copy of the inspection report are always required. The original should be
sent promptly to the RH and the copy retained by the NWSREP in whose area of responsibility
the station is located. Additional copies should be prepared for other offices when necessary. The
retention period for inspection forms is 2 years, after which they may be destroyed, unless there
are compelling reasons for longer retention.

11.3 Form CD-404, Supply, Equipment, or Service Order

This form is the agreement with an observer at a cooperative station where payment is involved.
When a new paid station is opened or when an existing station goes on pay status, the form is
usually prepared by the procurement point office, which is usually the office of the NWSREP or,
in some cases, the office of the service hydrologist. There is no provision for the observer to sign
the CD-404. See Exhibit 11.1.

Essentially, all the information required may be obtained through a computer terminal from the
CSSA data base. This terminal can also be used to generate a complete CD-404 automatically by
calling up CSSA's Screen 5 and following the instructions. There are five options available:

OPTION WHAT IT DOES
1 revises an existing CD-404 for observers having one contract.
2 revises for two-contract stations.
3 adds a contract; i.e., for a new station or for an observer converting from unpaid to

paid status.
4 discontinues (terminates) a contract.
5 prints the contract prepared by options 1 through 4.

The original of the completed CD-404 is sent to the appropriate Regional Administrative Service
Center (RASC). The RASCs make quarterly payments to the observers, as instructed on the CD-
404. During July or August of each year, the RASCs send draft CD-404's to the procurement
point offices, which edit them and return them to the RASCs, indicating any changes required.
This is an opportunity to review and, if necessary, revise the amount of payment to go to
observers during the coming fiscal year. Regional offices are given some latitude in the overall
management of the observer payroll program.

11.4 WS Forms B-30 and B-30a, Cooperative Agreement with Observer

WS Form B-30 is used for effecting or terminating an agreement with an unpaid observer or
cooperator for services or facilities, and WS Form B-30a is used with paid observers. They will
be prepared by the NWSREP making the agreement with the observer or cooperator. 
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Exhibit 11.1. Form CD-404, Supply, Equipment or Service Order
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They may be written in ink or typed, as long as the contents are legible. The original and the
observer's copies should be signed by both parties.

When the cooperative agreement is with a company or municipality, separate agreements with
each observer will not be obtained. The agreement will be executed by a responsible official of
the company, who will be designated as observer and will stipulate the services that will be
rendered.

If the operation of a cooperative station is shared by more than one individual or agency, it will
be necessary to prepare separate WS Forms B-30 to cover the services being provided by each of
the cooperators. There are also occasions where one company or individual provides space on a
cooperative basis while observations may be taken by someone on a paid basis. In these cases, a
cooperative agreement on WS Form B-30 will be executed by the company or individual
providing the free services. A CD-404 and WS Form B-30a will be prepared for the paid
observer. However, if the same individual provides both a cooperative and paid service, only a
CD-404 and WS Form B-30a will be prepared.

WS Form B-30 is mostly self-explanatory, with pertinent instructions printed on the reverse side
(see Exhibit 11.2).

11.5 WS Form B-43, Request for Establishment or Change in Status of Cooperative Station

WS Form B-43 is available for regional use to recommend and coordinate changes at cooperative
stations (see Exhibit 11.3). Instructions for the use of this form may vary from region to region.
Therefore, each region shall issue separate instructions which describe the regional policy for the
scope and use of WS Form B-43.

11.6 WS Form B-44, Cooperative Station Report

WS Form B-44 is intended to provide a complete and permanent record of a station. See Section
4 of the CSSA User's Manual for a complete explanation on filling out and updating WS Form
B-44. A report on Form B-44 shall be prepared for the establishment, inactivation,
discontinuance, or any change at a station or its observing program. Information on these forms is
especially important to researchers studying subjects such as climate change. WS Form B-44 is
required in addition to WS Forms E-19 (Section 11.7) and E-23. See Exhibits 11.4 and 11.5.

A draft of WS Form B-44 will be prepared by the NWSREP making the establishment or change
at a station. The scratch copy should be forwarded through the supervising office to the RH for
editing, keying into the CSSA data base (unless another office does the keying), and distribution.
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Exhibit 11.2. WS Form B-30, Cooperative Agreement with Observer

WS FORM B-30 U.S. DEPARTMENT OF COMMERCE
(12-89)  NATIONAL OCEANIC AND ATMOSPHERIC ADMINISTRATION
PRES. BY WSOM B-17 NATIONAL WEATHER SERVICE

COOPERATIVE AGREEMENT WITH OBSERVER

Station_________________________________________________County_________________________________State________________

Effective date of agreement

I agree to take reasonable care and protection to the instruments furnished by the National Weather Service. and to furnish free of charge
observations and/or services listed below and suitable space for installation and exposure of instruments. until this agreement is terminated by
notice by either party to the other: During the term of this agreement I will permit National Weather Service officials and/or alternate observers free
ingress and egress to the e4uipment for purposes of taking observations, inspections. or maintenance but assume no liability tor injuries which might
occur to such persons while on the premise.

___________________________________________________
(signature of cooperative observer)

Mr., Mrs.. Ms.. Miss__________________________________________________________________________________________________
(type one given name. initial or initials. and surname of observer. or name of organization)

Equipment is located at_______________________________________________________________________________________________
(street address. building name, room number. highway number. etc.)

Observations and/or services to be provided________________________________________________________________________________

___________________________________________________________________________________________________________________

Equipment provided__________________________________________________________________________________________________

__________________________________________________________________________________________________________________

Remarks___________________________________________________________________________________________________________

__________________________________________________________________________________________________________________

__________________________________________________________________________________________________________________

Approved_______________________________________Title ___________________________________Date________________________

Original to RCPM. Copies to Cooperative Program Manager and Observer.

(Follow instructions on other side)

WS FORM B-30 (12-89)
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Exhibit 11.3.   WS Form B-43, Request for Establishment or Change in
Status of Cooperative Station



COOPERATIVE PROGRAM OPERATIONS

  WSOH618

Some NWSREPs forward updates on floppy disks. It is imperative that instructions on the
preparation of this form be followed closely. Unless otherwise instructed, the original will be
retained in RH and enough copies made to provide one for WSH (W/OS0141), NCDC (2), the
NWSREP, and the supervising offices.

11.7 WS Form E-11, Reporting Instructions - Rainfall Station

This form instructs the observer on how to report rainfall observations, including when to report,
how to record it, and how to telephone a voice or automated report. See Exhibit 11.6.

11.8 WS Form E-19, Report on River-Gauge Station

This form is the description and documentation of a river stage monitoring station. The HSA
official supervising the station is responsible for the preparation and distribution of the form.
NWSREPs visiting the station will cooperate with the HSA service hydrologist or hydrology
focal point in supplying details observed during visits to the station.

11.9 WS Form E-21, Supplemental Precipitation Survey

This form is used when a field survey is made after periods of unusually heavy precipitation to
obtain all possible information as to total precipitation amounts and other pertinent data that
would be helpful in the reconstruction of the storm pattern (see Exhibit 11.7). Further details are
given in WSOM E-40.

12. Costs

This section covers costs associated with NWS and reimbursable cooperative stations.

12.1 Prorating Travel Costs

NWSREPs frequently will service climatological, hydrological, and reimbursable observing sites
(Section 13) on the same trip or series of trips. These costs must be prorated in proportion to the
amount of time and funds consumed for each network. Costs prorated to the appropriate project
number and object class are 

(1) the NWSREP's time
(2) per diem
(3) equipment, supplies, and contractual services.

12.2 NWS-Funded Stations

Costs for the operation and maintenance of “all and “c” network cooperative stations should 
be charged to task code 8M1J10. Costs for the operation and maintenance of “b” network 
stations should be charged to task code 8M1J20. When a station is included in more than
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U.9 DEPARTMENT OF COMMERCE WS FORM B-44
NATIONAL OCEANIC AND ATMOSPHERIC ADMINISTRATION (Pace 11

NATIONAL WEATHER SERVICE

COOPERATIVE STATION REPORT
Rendition: 7 Network: AB
------------------------ IDENTIFICATION SECTION --------------------------

Station Name: KAUFMAN 3 SE Station No: 41-4705-3 SID: KAUT2
State: TEXAS Station Type: 92 Roqion: 2
County: KAUFMAN Township: Ranqe:
Latitude: 32 Dec 33 Min N Elev: 420 ft MSL Section:
Lonoitude: 96 Deg 16 Min W Zero Datum:
Time Zone: CENTRAL Hydrolojic Unit No:12030107
Station Begin Date: January 1900 River Basin: BRAZOS I
Equipment Located At:
OBSERVER'S FARM RESIDENCE, OUTSIDE 3.1 MI. SE OF PO KAUFMAN, TX.

-----------------------------     OBSERVER SECTION     -----------------------------
Observer 1: DOS: 06/01/71 Gender: F
Frankie M. Fair
Route 1, Box 881 Home Phone : 214-932-2091
Kaufman, TX 75142 Office Phone: - 
-

Observer 2: ROBERT FAIR (SON) 214-932-2322 DOS: 06/01/71 Sender: M

------------------------     STATION MANAGEMENT SECTION  -----------------------------

CFM: FTWT2- WSFO/AM: FTIWT2 Hydro Service Area: FTWT2
ElTech: Reim Network: Warning Off: FTWT2 RFC: FTW

------------------ EXPOSURE/TOPOGRAPHY/DIRECTIONS SECTION ------------------

Exposure
(AZIMUTH/RANSE/ELEV) Nomenclature:

MMTS 050/35, SHRUBS 270-290/30/06, HOUSE 330-030/60/09.
TREES 030-120/40-60/09.

Topography:
GENTLY ROLLING FARM LAND.

Driving Directions:
FROM COURTHOUSE GO S ON HWY 34 TO FM1836. 80 E & SE ON 1836 3.1 MI TO
BRICK HOUSE ON RIGHT. NAME ON MAILBOX.

---------------------------    MISCELLANEOUS SECTION  --------------------------

Remarks:
TOUCHTONE INSTALLED, MMTS INSTALLED 02/28/89.
SRG RELOCATED FOR BETTER EXPOSURE.

Reason For Report:
10 ADD EOUIP(SEE REMARKS),CHNGE REP INSTRUCTIONS,RELOCATE SRG 35- TO W

Effective Date: 02/28/89 Authorization: WSR 10-15-82
Date of Change: 03/09/89 B44 Signature: JERRY F. WOLFE
Distribution: NCDC-2,RCPB,OSO/i4lX49WSFO/FTWT2 RFC/FTW CPM/FTWT2

Exhibit 11.4.  WS Form B-44, Cooperative Station Report
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NWS FORM B-44 (Page -2)

Station: 41-4705-3 KAUFMAN 3 SE SID: KAUT2 Rendition: 7

-----------------------------------------------------------------            PAYMENT SECTION          --------------------------------------------------------------------
Org CD-404 Nr. Service Rate Frq Period Task

WP9259 4271NW9WO040 PRECIP(H) 10.00 Mo 12 MONTHS 8MIJ2000

---------------------------------------------------- OBSERVATION --REPORTING-PUBLICATION SECTION --------------------------------------------------
Publication;

(10) Daily Max/Min Temperature & Precipitation Published in the CD

Observation Element T i fn c--n Service/Form Recipient Pay Sponsor
---------

PCN PRECIPITATION 0800 E15 FORM FTWT2,NCDC S&E
TMP TEMPERATURE 0800 E15 FORM FTWT2,NCDC S&E
PCN PRECIPITATION 0800 RDP DIGITAL FTWT2,AFOS $ S&E(H)

800-333-1B83 .01" OR MORE AND E-11 INSTRUCTIONS. TT ID# 128

---------------------------------------------------------------- EQUIPMENT- SECTION           -----------------------------------------------------------------------

Equipment Telem Owner Sensor Exposure
------------ ---------- -----------------------------

MMTS : MAX/MIN ELECTRONIC TEMP SYSTEM NWS
SRG : 8 IN STANDARD RAINGAGE NWS
TOUCH : ENCODER PAD OR PHONE NWS

Exhibit 11.5. WS Form B-44, Cooperative Station Report
(reverse side)
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Exhibit 11.6. Reporting Instructions - Rainfall Station

WS FORM E-11 U.S. DEPARTMENT OF COMMERCE
(10-89) NATIONAL OCEANIC AND ATMOSPHERIC ADMINISTRATION
(PRES BY WSOM E-14) NATIONAL WEATHER SERVICE

STATION NAME_____________________STATE___________DATE________

REPORTING INSTRUCTIONS - RAINFALL STATION
(Hydrologic Service Area Offices will cross out items not applicable)

WHEN TO TAKE YOUR OBSERVATION

1. Take your REGULAR precipitation observation at 7 a.m. each day unless instructed
otherwise. (EMPTY NON-RECORDING RAIN GAGE ONLY AFTER THE 7 A.M. OBSERVATION).
2. Take SPECIAL observations at I p.m., 7 p.m., and 1 a.m., whenever required by the
following criteria.

WHEN TO REPORT YOUR OBSERVATION (by VOICE TELEPHONE)

1. Telephone in your initial report at 7 a.m., 1 p.m., 7 p.m., or I a.m., whenever
or more of precipitation has accumulated in the gage.
2. After the first report, CONTINUE REPORTING every 6 hours (at the times above) as
long as any additional precipitation has occurred since your previous report.
3. If you made a final report, but it begins to rain again in less than 24 hours, start
reporting again just as though you had not stopped.

RECORDING YOUR REPORT

As you take your observation, you may record your precipitation amount on WS Form B-82, “Official
Weather Observer's Record.” This form is intended to help reduce the chances of forgetting the
precipitation amount between the time you take and the time you enter your observations, e.g., on
W9 Forms B-91 or B-92. Do not mail Form B-82. You may request this form, from you NWS
representative. NOTE: If you report to an AUTOMATED collection system, your NWS representative
will supply the proper form for recording your data.

TELEPHONING IN YOUR VOICE REPORT

Telephone number to call: (Regular)___________________(Other)______________________________
Use the regular number if possible (your message may be recorded). otherwise, use the
other number. If not toll-free, call COLLECT. In an emergency when lines are busy, call
the operator and state that this is an EMERGENCY WEATHER REPORT. If both telephone lines
are out of order, contact your police or a local “ham” radio operator.

TELEPHONING IN YOUR AUTOMATED REPORT

Telephone number to call: (Regular)_____________________(Other)_____________________________
Your NWS representative will provide you with separate reporting instructions.

When additional supplies are needed, notify_________________________________________________
_____________________________________________________________________________________________

SPECIAL INSTRUCTIONS ___________________________________________________________________________

WS FORM E-11 (10-89) SUPERSEDES WS FORM E-11 (10-88) WHICH SHOULD BE DISCARDED
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OFFICE
PROCESS
NUMBER 

WS FORM. E-21                                                      U.S. DEPARTMENT OF COMMERCE 
NATIONAL OCEANIC AND ATMOSPHERIC ADMINISTRATION

NATIONAL WEATHER SERVICE 

SURVEY IDENTIFICATION

DATE SUPPLEMENTAL PRECIPITATION SURVEY DATE

BASIS FOR SURVEY (OFFICE USE) EXCESS RAINFALL PERIOD

GEOGRAPHICAL AREA 
                            COUNTY                              STATE

DRAINAGE- BASIN (river or creek)

LATITUDE
        0             /            
//

LONGITUDE
        0             /             //

SECTION TOWNSHIP RANGE ELEVATION

POST OFFICE DISTANCE AND DIRECTION FROM_____________________________

OBSERVER'S NAME

_________________________________________
TELEPHONE-AREA CODE

MAIL ADDRESS

TYPE 0F GAGE (or Other Container*) Sketch container, if non-standard:  indicate dimensions. Show method of computing amounts for other than straight-sided.

MEASUREMENT METHOD

TYPE 0F GAGE                                         9   WINDY

9 PROTECTED FROM WIND

9 OBSTRUCTION NEARBY                  9  OTHER

GAGE OR CONTAINER EMPTY BEFORE STORM

9  YES                                  9       NO

STANDARD TIME USED 9 Continued on reverse

INSTRUCTIONS
RAINFALL AMOUNTS: Enter the amount as recorded by the observer. If it is recorded as “7 inches”, enter it as “7 inches” not as “7.00". Cmas out “or snow” in column 7.
N0N-STANDARD or NON-GRADUA TED CONTAINERS: Enter depth of rainfall in container in column 7 and computed amount in column 8.
SNOW SURVEYS: (Optional Use). Enter snow depth in column 7 and water equivalent in column 8. Use separate lines for each observation at the site. Enter in remarks texture of snow (honey comb. crusty layers, etc.) Percent bars ground, drifting
snow. 
frost depth (if observed), etc. Cross out “Rain or” in column 7.

PRECIPITATION MEASUREMENT - INCHES (tenths or hundredths)

PRECIPITATION
BEGAN PRECIPITATION ENDED OBSERVATION DEPTH AMOUNT

DATE
1 

DATE
2

DATE
3

DATE
4

DATE
5

TIME
6 

(RAIN OR SNOW)
7

(MEASURED OR
COMPUTED)

REMARKS: (Include such information as (1) time of heaviest pcpn.: (2) possibility of 
gag having overflowed:  (3) Information on flooding; (4) unusual weather:
lightning: hihg winds, etc.: (5) evaluation of observation: good, fair, poor: (6) snow survey data.)

9   Continued on reverse

NAME OF SURVEYOR AND TITLE

MAIL TO:

AGENCY AND ADDRESS

Exhibit 11.7. WS Form E-21, Supplemental Precipitation Survey
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one cooperative network, the costs of operation and maintenance should be allocated in proportion
to the applicable task numbers. For example, if a station is in the 'lab” network, the cost of
operation and maintenance would normally be divided evenly between 8M1J10 and 8M1J20.

12.3 FC-1 Network

When an FC-1 station (task code 8M1J20) is discontinued, the savings created should be used to
establish a new FC-1 station that is mutually agreeable to the NWS and COE. This would
constitute an offset and would not have to be approved beyond the NWS's regional and COE's
district levels.

13. Reimbursable Tasks with Other Agencies

13.1 General

The general procedures for performing reimbursable work with other Federal, state, and local
governments, and with private companies, are outlined in Chapter 03 of the National Oceanic and
Atmospheric Administration (NOAA) Budget Handbook and WSOM A-35. The following is in
harmony with these procedures but pertains specifically to cooperative stations.

13.2 Task Numbers

Reimbursable costs are charged to task numbers beginning with RM1J. Charges for services to the
COE (networks FC-2 through FC-61) are assigned task numbers RM1J88, with a 2-digit phase
code appended to correspond to the network; e.g., RMlJ8802 for network 2. Other reimbursable
networks (IRPN-1 through IRPN-10, BPA-1, and others) are assigned task numbers beginning
with R1-- 11J3, RM1J4, or RM1J8. Task numbers and phase codes are listed in Section 14.

13.3 Preparing Reimbursable Cost Estimates.for the Next Fiscal Year

In the spring of each year, the National CPM will prepare estimates of costs for establishing new
reimbursable stations and servicing existing ones. Section 15 explains the computation of these
costs. These estimates are then coordinated with and approved (with revisions, if necessary) by the
other agencies. WSH estimates, however, are for an average station and are intended to be used
only as general guidelines by the regions, as actual costs may vary among regions and stations.

Factors causing costs to vary include distances traveled to stations, differing overheads among
regions, etc.
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13.3.1 Equipment Replacement Costs

The reimbursable agencies should not be charged for the costs of replacing instruments
(precipitation gauges, etc.), as these costs have already been billed to the agencies through
depreciation of the instruments over their expected useful lives. Computations in Section 15
include depreciation.

Coordination with the reimbursable agencies should be completed promptly enough that all
regional estimates can reach WSH (W/OS0141) by the end of August.

13.4 Reimbursable Reporting Services Provided by NWS-Funded Observing Sites

In some cases, a reimbursable reporting service is to be provided by an NWS-funded cooperative
station. If it is agreed at the region that no reimbursable charge should be made for the
maintenance of the equipment used for the reporting service, no charge will be made to the
reimbursable task for station visitation. Essentially, the region agrees to support the additional
cost, if any, that would be incurred by the reporting service. Observer fees and communication
costs should be adequately provided for in the proposal and charges made accordingly.

If a reimbursable reporting service is provided by a cooperative station but reimbursable
maintenance for this service is agreed to by the other agency, fractional visits should be indicated
and the time on visits relating to the reporting service will be prorated to the reimbursable task
concerned. Visits made principally for the superimposed reporting service will be charged entirely
to the reimbursable task.

13.5 NOAA Form 32-25, Reimbursable Task Plan

WSH needs cost estimates for accomplishments each fiscal year for each reimbursable task. They
are used for NOAA budget procedures. A NOAA Form 32-25 is required for each reimbursable
task. They must be forwarded to WSH, W/MB2, after being signed by the Regional Director and
the National CPM.

14. Description of Reimbursable Networks

This section describes the networks cited in Section 13.2.

14.1 COE Networks

These networks of precipitation gauge and river stage stations were established in 1937 to provide
more complete information for the COE than could be obtained from Weather Bureau-funded
networks. They are networks FC-2 through FC-58. Exhibit 14.1 lists the 42 networks which 
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were reporting in Fiscal Year (FY) 1992, and Exhibit 14.2 lists the divisions and districts in which
these COE networks are located.

14.2 Billing

For billing purposes, task numbers for all COE networks begin with RM1J88. The two phase-code
digits following the 88 correspond to the network number, such as RMlJS809 for network 09.

The regions charge by network. WSH then bills the COE a lump sum to cover the expenses of all
networks. The COE headquarters office, however, which pays the NWS for these services, is
reimbursed by each COE division and district rather than by each network. The National CPM
office, which monitors reimbursable accounts in order to track expenses and help detect billing
errors, is responsible for converting charges by network to charges by division and district. To
facilitate this, a computer program run in the National CPM office makes this conversion. Exhibit
14.1 shows the districts in which networks are located.

14.3 Bureau of Reclamation (BR) and Other Reimbursable Networks

The task symbols for BR tasks are Interior Reclamation Precipitation Network (IRPN) and a
number indicating the BR region in which the tasks .are located. Network symbols and task
numbers for BR and other networks are shown in the table below:

Symbol Task No. Network Name

IRPN-1 RM1J3W Pacific Northwest Region
IRPN-2 RM1J3Y Sacramento
IRPN-4 RM1J8E Upper Colorado
IRPN-6 RM1J83 Region 6 (Billings, Montana, office)
IRPN-7 RM1J84 Region 7 (Denver, Colorado, office)
IRPN-8 RM1J8C McGee Creek (Amarillo, Texas, office)
IRPN-9 RM1JA9 Choke Canyon (Amarillo, Texas, office)
IRPN-10 RM1J4M Brantley Dam
BPA-1 RM1J87 Bonneville Power Administration (see Section 14.4)
SJRA RM1J8B San Jacinto River Authority

Reimbursable agreements covering BR networks are based on a Memorandum of Understanding
between the agencies, dated February 13, 1948, which provides for the NWS to establish and
operate networks of meteorological cooperative stations to meet the needs of the BR. Installations
may include recording, storage, and standard 8-inch precipitation gauges as well as temperature,
evaporation, solar radiation, and other equipment.
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14.4 Bonneville Power Administration (BPA)

The BPA agreement is based upon the Memorandum of Understanding executed November 26,
1957, and calls for the operation and maintenance of temperature and/or precipitation stations for
basic data and/or reporting services and for developing forecasting procedures for streamflow in
the Pacific Northwest.

15. Procedures for Estimating Reimbursable Costs

This section describes how to apportion charges among NWS and reimbursable networks described
in Section 13. Agencies reimbursing the NWS for maintaining their observing sites are billed for
the following:

• Communications
• Equipment purchases
• Inspection and maintenance of equipment
• Observer salary
• Printing (NCDC)

FC Name FC Name
2 Lower Mississippi River 28 Mooringsport Reservoir
5 Willamette River 29 Iowa River
6 Yazoo River 30 Roanoke River
7 Red River 32 Middle Mississippi River
8 Wallace Lake Reservoir 33 Kansas City District
9 Middle Arkansas River 35 Leon River
10-12 Ohio River 36 Savannah River
13 Mobile Reporting 39 Genessee River
15 St. Francis River 40 Hords Creek Reservoir
16 Lower Arkansas River 42 Guadelupe River
17 Snake River 43 Intra-Coastal Canal
18 Delaware River 44 Neches River
20 Ouachita River 46 San Francisco District
21 Upper Trinity Basin 49 Philadelphia District
22 Brazos River 50 Omaha District
23 North Concho River 51 Puerto Rico Reporting
24 Buffalo Bayou 52 Norfolk District
25 Bayou Bodcau Reservoir 53 Pearl River Valley
26 Texarkana Reservoir 58 Heppner Project
27 Ferrell's Bridge Reservoir

Exhibit 14-1. Names of Networks
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Costs are computed for each observing site, then totaled for all sites within a network to obtain a
total network cost. These are determined as follows.

15.1 Observer Salary

This is the actual amount paid to the observer, if any. It is determined from Form CD-404.

15.2 Communications

These are the charges for telephoning reports to an NWS office. Where wide area telephone service
(WATS) lines are used, the reimbursable agency is billed for its prorated share of the total WATS
line charges.

The WSH OH submits its own charges for purchasing and operating the computers that receive and
process the observations.

15. 3 Equipment

Each spring, the National CPM sends estimates of the average cost of installing a new
reimbursable observing site and maintaining an existing one to the regional offices. These
estimates include labor (installation for new stations and inspection and maintenance for existing
ones) and equipment costs. The latter costs include depreciation of the instruments, shelters, etc.
They are average costs and are intended to be used only as general guidance. Actual costs may vary
from site to site.

The National CPM prepares equipment cost estimates for the following types of observing sites:
Belfort (also known as the Fischer & Porter) gauge, standard rain gauge (SRG), Universal gauge,
temperature station, temperature and precipitation stations (with an SRG), and evaporation station.
The costs of instruments and replacement parts are obtained from the OSO Engineering Division.

Agencies should not be billed for the cost of replacing damaged or worn-out equipment because we
are reimbursed for these costs in advance through depreciation charges over the expected life of the
equipment being replaced., The depreciation charge is the cost of each instrument divided by its
expected life (7 to 20 years). We do bill for new equipment, but only when a new observing site is
established or when an observing program is augmented with a new type of equipment, such as a
Belfort gauge.
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Exhibit 14.2. Divisions and Districts in which COE Networks are Located

Districts District Name of
Division in Division Headquarters Division Networks

LMVD Lower Miss. Valley
LMK Vicksburg 2, 6, 20, 53
LMN New Orleans 8, 25, 28
LMS St. Louis 32

MRD Missouri River
MRK Kansas City 33
MRO Omaha 50

NAD North Atlantic
NAO, Norfolk 52
NAP Philadelphia 18, 49

NCD North Central
NCB Buffalo 39
NCR Rock Island 29

NPD North Pacific
NPP Portland 5, 58
NPW Walla Walla 17

ORD Ohio River
ORH Huntincjton 10
ORL Louisville 11
ORN Nashville 12

SAD South Atlantic
SAJ Jacksonville 51
SAM Mobile 13
SAS Savannah 36
SAW Wilmington 30

SPD South Pacific
SPS Sacramento 46

SWD Southwest
SWF Fort Worth 21-23, 26-27

35, 40, 42,
44

SWG Galveston 24, 43
SWL Little Rock 16
SWT Tulsa 7, 9
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15.4 Inspection and Maintenance (I&M)

Estimates of these costs are also sent to the regions by the National CPM each spring. They are
based on the following factors:

a hours worked, both on the station inspection trip and in the office (hours vary with the
type of station and number of visits per year);

b. hours worked multiplied by the hourly wage;
c. overhead added for leave, benefits, Standard Level User Charge, and Department of

Commerce and NOAA surcharges;
d. per diem;
e. vehicle cost; and
f. administrative overhead.

Computations for FY 1993 showed the following typical I&M costs (equipment depreciation
included):

Standard rain gauge $252 (1 visit per year)
Temperature and precip. station $345 (1 visit)
universal gauge $712 (2 visits)
Belfort (Fischer & Porter) gauge $481 (2 visits)
Evaporation station $594 (2  visits)

15.5 Printing

NCDC will determine publication costs annually, unless the change from the previous year is
small. This cost is based on the total cost of publication less subscription income, divided by the
number of stations for which records are published. These costs include the following for a station
reporting temperature and precipitation: personnel, keying, computer, archiving, and filming.

NOAA overhead must be added in determining publication costs for agencies outside of NOAA.

For FY 1993, unit publication costs, including NOAA overhead, were approximately as follows:

Precipitation only $105
Temperature and precipitation $150
Evaporation station $190
Universal gauge $190
Belfort [Fischer & Porter] gauge $120
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16. Procedures for Replacing and Upgrading Equipment

16.1 Equipment for NWS-Funded Stations

The following procedures will be observed in the replacement and upgrading of equipment:

a. Replacement in Kind. Replacement of equipment no longer in satisfactory condition will be
made in kind through regular requisition procedures. The name of the station at which the
equipment is to be replaced should be indicated on the requisition. This procedure will not
be used as a means for obtaining used equipment for the establishment of informal or
unofficial installations.

b. New or Upgraded Equipment. New or upgraded equipment must be approved in advance
by the appropriate regional office. Requests for additional or upgraded equipment at a
station will be submitted to the regional office using WS Form B-43 or a memorandum.

c. Equipment Not Previously Used at NWS-Funded Stations. Observations from such types of
equipment can be disseminated, published, and archived in place of NWS equipment if it
has been determined through comparison testing that the observations are comparable. As
with any other equipment change, the NWSREP must determine that the exposure of the
new equipment is essentially the same as that of the equipment being replaced. The
decision on the publication of these observations in Climatological Data (CD) or in Hourly
Precipitation Data (HPD) lies with the NWSREP and NCDC.

16.2 Reimbursable Equipment

Cooperative station maintenance unit costs include miscellaneous supplies and clock repair but do
not include upgrading. Accordingly, the upgrading of equipment should be included in the
cooperative agreement as a separate item, if pertinent to the task.

16.3 Replacing Privately-Owned Equipment

Replacing privately-owned equipment at a station is the responsibility of the owner of the
equipment. Should the owner be disinclined to replace the equipment, the regional office should
review the services rendered in accordance with guidelines and either provide the equipment
(continuing to use data obtained from the remaining instruments) or cease using the data and
maintaining the station.
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17. Policy on Publishing Cooperative Station Data

This section covers details on the policy and criteria for determining which cooperative stations
will have their data published by NCDC. See WSOM B-17, Section 8.

17.1 Criteria For Publishing Cooperative Stations

All of the following criteria must be met:

a. The station is an official cooperative station with an assigned station index number.

b. A current WS Form B-44 for the station is on file at NCDC indicating the type of data to be
published in the CD and/or HPD, e.g., daily precipitation in the CD or hourly precipitation
in the HPD.

c. Official observation forms, charts, and tapes are used to record observational data.
Computer-produced forms or forms used by other agencies may be used if prior approval is
granted by NCDC (see Section 18.4).

d. The observing equipment is of a type approved by the NWS.

e. The station is routinely visited and maintained by an NWSREP.

17.2 Publication of Soil Temperatures

NCDC has agreed to fund the processing and publication of soil temperature data in the CD if
furnished by a cooperator. The conditions that must be met for these data to be considered
acceptable for publication are:

a. The exposure and instrumentation are considered adequate by the Regional NWSREP.

b. The records are made available in time for regular publication.

c. The records are furnished in final corrected form by the cooperator to be retained in NOAA
files.

d. The station's distance from other stations approximates that of the “all network, i.e., 25
miles; or it was established specifically to compare data between sites closer than 25 miles.
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e. The station is fully documented, including soil type, aspect, slope, ground cover, and
instrumentation.

f. The data are obtained at one or more of the World Meteorological Organization-approved
depths (2, 4, 8, 20, or 40 inches) or at approximately similar depths. The 4-inch depth is
most frequently observed.

At the 2-, 4-, and 8-inch depths, data will be published as either daily maximum and minimum
values or as observed values at no more than two fixed observation times a day. At the 20- and 40-
inch depths, data will be published only as observed values at one fixed observation time a day.

Data will be published if obtained under either bare soil or cropped native grasses.

Data from soil temperature stations that are operated or funded by a NOAA component will be
processed and published providing the foregoing conditions apply and funds to support the work
can be transferred from the NOAA component that collects the data.

Soil temperature data from stations or depths that do not meet the above criteria for processing and
publication will be accepted, but only for archiving and other applications.

17.3 Publication of Data from New Observing Programs

When new or expanded observing programs are planned which require additional funding to the
regions, the funding for the processing and publication of the data should be coordinated with
NCDC and included in the budget request for the new or expanded program.

17.4 HPD

The publication of hourly precipitation data in HPD is basically supported by the FC-1 and
reimbursable networks. Requests from other agencies for the publication of data in HPD will be
approved on the basis of NCDC's current cost estimates for publishing the data, with costs funded
by the requesting agency.

17.5 NCDC Archiving of Non-Published observations

All or part of a cooperative station's data may be considered official, yet not be published. Data that
are non-published are archived by NCDC, but not digitized or quality-controlled. They are
provided to customers with the disclaimer of “best available” record. Instances where non-
published status may be used include 

(1) Reporting of automated stations, such as river gauges 
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(2) “b” network stations that also observe temperature (only the precipitation is published),
(3) Trial periods for new observers to determine the quality of observations 
(4) Recruitment of promising new observers who are expected to replace current observers in

the near future.

18. Quality Control

one of the most important tasks of the NWSREP is assuring that observations are recorded and
reported accurately and that data are received promptly by users. Otherwise, the value of the
observing program degrades significantly or becomes useless. Forms and charts which are not
received at NCDC by their cutoff dates will not be published. If 1 month's report is incomplete or
missing, no monthly or annual precipitation total can be determined or published, nor can an
average annual temperature be published.

18.1 Finding and Correcting Observing/Reporting Errors

Final responsibility for reviewing WS Forms B-91 and HPD tapes lies with NCDC. Nevertheless,
many of the NWSREPs review these and other forms received from the observers each month,
making mental or written notes of any problems with the data. Problems requiring urgent attention
(significant errors in reporting procedures, late or missing data, etc.) should be discussed with the
observer by telephone. Less urgent problems should be dealt with during the next scheduled
(annual or semiannual) station inspection.

Observers should be telephoned in advance of visits to assure they are home at the time of the
planned visit, provided the NWSREP is certain of arriving at the scheduled time. In case of a delay,
the NWSREP should call the observer.

If the observer cannot be seen at the time of the routine station inspection, telephone calls may
have to be substituted.

18.1.1 Common Observing Errors

Typical errors are listed below. Errors d through g are often detected, flagged, and adjusted by
NCDC (see Section 18.2).

a. Reporting snow fall (new snow) only in whole inches or to the nearest quarter inch, instead
of in tenths of an inch.

b. Omitting entries of the total depth of snow on the ground (especially in the days following
the snowfall), or reporting this in tenths of inches.
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c. Reporting Maximum/Minimum Temperature System (MMTS) readings in degrees and
tenths.

d. Missing a day's observations, then entering subsequent readings on the wrong (usually the
preceding) date.

e. Guessing temperatures that were not recorded.

f. Shifting (entering maximum and minimum temperatures and precipitation totals on WS
Form B-91 on the date they occurred, rather than the date of the observation, when the
extremes occurred on the previous calendar day).

g. Recording today's maximum temperature as being lower than the temperature at the time of
observation 24 hours earlier, and recording today's minimum as being higher than the
temperature 24 hours earlier (an error most common with institutional observing sites,
especially radio and TV stations).

18.2 NCDC Error Identification and Correction

NCDC runs computerized quality control checks on monthly temperature data to detect and correct
some errors and, where possible, to estimate missing values. NCDC also prepares listings of
stations from which no autographic charts or punch paper tapes have been received from Universal
or Belfort rain gauges, respectively.

Information on missing or inaccurate data is made available to the field offices both from NCDC
and from WSH (via the regional NWSREP offices) in order to help NWSREPs identify and correct
problems.

18.2.1 Missing and Questionable Temperature Values

NCDC compares maximum and minimum temperature observations with values from nearby
stations that take observations at the same general time of day. The data used in the comparisons
comprise what are known as “arrays.” These are intended to correct errors such as d, e, and f in
Section 18.1.1. When discrepancies with neighboring stations exceed 7*F, an OBS line is added in
the Daily Temperatures tables of the CD publication. This line is entered immediately below the
MAX or MIN line. The temperature entered on the OBS line is the value reported by the observer,
while the reading on the MAX or MIN line is the estimated value. When *** appears on the OBS
line, readings were missing on the observer's report, and the values on the MAX and/or MIN lines
have been estimated, based on temperatures from adjacent observing sites taken at the same or
similar times of day.
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18.2.2 Temperature Inconsistencies

NCDC runs computer checks on observations for temperature inconsistencies (error g in Section
18.1.1). NCDC prepares monthly Temperature Inconsistency reports, available via modem, listing
the number of inconsistencies from each observing site, NWSREP area, state, and region. The
NCDC program also automatically adjusts the inconsistent maximum and minimum temperature
values just enough to eliminate the inconsistencies. However, there is no sure method of
determining if the adjusted values are correct.

18.2.3 Precipitation Irregularities

NCDC performs both temporal and spatial checks on precipitation data. Most of these checks
compare one station against another. Weather maps, radar, and satellite imagery are also used to
confirm or deny questionable values. Comparisons are also made between the days with various
weather elements (hail, thunder, ice pellets, etc.) and precipitation. NCDC runs extensive checks
and comparisons of snowfall and snow on the ground to assure continuity in the reports. Some of
these checks include snowfall with minimum temperatures greater than 40*F, snowfall with no
snow on the ground, and more than three inches of snow disappearing in one day. Since the advent
of video screen display and other computer checking of temperature data, NCDC is now spending
more time in the quality assurance of precipitation than temperature data.

18.3 Data Consistency, Accuracy and Legibility

The observer must take daily observations consistently and at the same time of day. They must be
recorded on WS Form B-91 (or other form-see Section 18.4) in clearly legible handwriting.
Illegible entries are no better than missing data and can cause data entry errors at NCDC. Readings
should not be missed. An observer who is ill or leaves home should have a neighbor or friend as a
substitute observer. Observers should be encouraged to add information about severe weather and
its effects in the Remarks column.

The time an HPD tape is changed (day, hour, and minute, and standard or daylight time) should be
clearly noted at both the beginning and end of the tape. The observer who must restart the HPD
tape during the month should write the time of restart on the tape. See WSOH2 for additional
information on HPD tapes and Belfort gauges.

18.4 Formats of Computer-Produced Forms

Some cooperative observers submit forms they have produced on their computers in place of forms
such as WS Form B-91. These are accepted by NCDC because they are more legible than some
handwritten entries. However, it is very important that the order of the columns on these forms be
the same as on the forms they replace.
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18.5 Observers' Procedures for Reporting Problems to the NWSREP

Observers should be urged to report promptly, usually by telephone, any problems making their
instruments unusable or their data unreliable. Less urgent problems, such as the need for antifreeze
or new forms, may be noted on WS Form B-91, or WS Form B-27, Substation Supply Request, can
be mailed to the appropriate office. Problems should be stated on this form beneath the line
reading: “This station is having the following difficulties:”. The NWSREP should cross off any
request noted on WS Form B-91. Otherwise, NCDC will make a list of these requests and send it
back to the NWSREP.

18.6 Meeting Mailing Deadlines

Observers should be strongly encouraged to mail their observation forms and HPD tapes by the 5th
of the month. If the HPD tapes have not been received by the 10th of the month, telephone calls
should be initiated to the observer. About the 10th of the month or later, the NWSREP should call
NCDC to get a listing of forms not yet received. Calls should also be placed to these observers to
remind them to send their foms. Reports should be mailed to NCDC (by the NWSREP or observer)
by the 15th of the month in order to accommodate NCDC processing schedules. Any WS Forms B-
91 not received at NCDC before the end of the month will not be published.

18.7 Communicating Real-Time Data

Records of the number of daily and/or criteria reports transmitted can be reviewed prior to station
inspections. A pep talk may be needed if some routine reports are not sent or if the probable
number of criteria situations significantly exceeds the number of criteria reports sent.

19. Maintaining Good Observer Performance and Morale

Providing motivation to the observer is one of the most important functions of the NWSREP. The
good NWSREP must be part psychiatrist and part salesperson. Motivation can be in the following
forms:

a. Pep talks, instructions on good observing practices, or just a plain thank you given during
personal visits, usually on the NWSREP's annual or semiannual inspection trips.

b. Telephone calls and letters of thanks, either for sustained good work or for outstanding
efforts in individual situations (e.g., extra reports made during flood situations). The
NWSREP, forecast office, or other NWSREP can initiate these actions.

c. Awards and award ceremonies.
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d. Recognition in the National Cooperative Observer.

e. Providing the observer's data to users in addition to the NWS, such as agricultural interests,
private meteorologists, and the media.

f. observers seeing their data published in the CD or HPD.

For some observers, the NWSREP is the only source of motivation and only direct contact with the
Federal Government. Personal contact with the NWS office when calling in a rainfall or river stage
report has been replaced in most places by Code-a-Phones and computerized (i.e., Touch-Tone and
ROSA) communications.

Station inspections often provide the best opportunity to remind observers that their real-time
reports are important in saving lives and reducing property damage, and that their weekly and
monthly reports are vital to our knowledge and understanding of our climate, crop growth, and the
relationship of precipitation to river stages and flooding. The spirit of volunteerism in providing us
these valuable services is very important in a time when many people will first ask, “What's in it
for me?”

Listening to observers' anecdotes, success stories, tales of woe, or even their life stories (if not too
lengthy) can be important, showing them (if nothing else) that we are interested in them as people,
not just as free or low-cost sources of information.

19.1 Handling the Problem Observer

A sure way to lose observers, or at least their cooperation, is to confront them directly with their
deficiencies. Direct criticism (e.g., saying “some of your reports are useless”), even if true, is
usually counterproductive.

Except in the rarest of circumstances, a pat on the back should precede or follow criticism.
Sometimes we can veil criticism in the guise of encouragement. For example, if WS Forms B-91
are frequently mailed too late to be used, the NWSREP can first emphasize the importance and
usefulness of these reports, then point out that their value is not realized when the reports are
received after the mailing deadline.

If observers frequently miss observations, thank them for their excellent work in past years, then
ask if there are extenuating circumstances causing the missing data (e.g., illness). If they feel they
can't solve the problems themselves, encourage them to recruit neighbors to assist them. If this
fails, you can still thank them for past efforts and ask if they think they should cease being
observers. If so, perhaps they can suggest possible replacement observers.
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Many NWSREPs have some knowledge of the beliefs and idiosyncracies of most of their observers
and can use this knowledge to their advantage as a guide to handling problems.

20. Awards

This section describes the types of awards given to cooperative observers. They may be given for
length of service or in recognition of one or several especially significant achievements.

The recognition afforded by awards is a very important element in motivating observers. Listed
below are the awards available to cooperative observers.

20.1 Length of Service Award

This is given to institutions, such as public utilities, and to individuals.

20.1.1 Institutional Award

This is given'to an institution or industrial organization, where several different people have taken
observations over a period of years. Institutional awards are given at the end of 25, 50, 75, and 100
years. Each RH obtains blank signed certificates from WSH. The NWSREP presents the award to
the institution, often with a ceremony. Exhibit 20.1 shows the 75-year Institutional Award.

20.1.2 Individual Awards

These are granted to individual observers, usually by the NWSREP, after completing 10 years of
service, and every 10 years thereafter. Some offices have a,policy of sending letters or awards
every 5 years. Exhibit 20.2 shows a 40-year Length of Service Award. In addition to the awards,
the RH will often send letters to observers expressing thanks for their services. observers who have
been active for 40 years receive a letter of appreciation from the Assistant Administrator for
Weather Services, in addition to a Length of Service Award. The title used on the letter and
certificate, however, is Director, National Weather Service.

20.1.3 Edward H. Stoll Award

This award, shown in Exhibit 20.3, and a letter of appreciation signed by the Director, National
Weather Service, are granted to observers having completed 50 years or more of observations.
Each autumn the RH submits names of the Stoll award winners for the following year to the
National CPM, who then prepares the certificates and mails them to the RH. The Stoll award 
was established in honor of a man who served as a cooperative observer without interruption for 
76 years.
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20.1.4 Helmut E. Landsberq Award

This award (Exhibit 20.4) and a letter of appreciation signed by the President of the United States
are sent to observers serving for 60 years. The Landsberg award was named in honor of the man
largely responsible for establishing the nationwide climatological network as we know it today.

20.1.5 General Albert J. Myer Award

Observers having completed 65 years of service are eligible for this award. It is named after the
observer at Eagle Pass, Texas, (later the chief of the Signal Service). In 1870, by a joint resolution
of Congress signed by President U. S. Grant, he was appointed to establish and direct the “Division
of Telegrams and Reports for the Benefit of Commerce,” now known as the National Weather
Service.

20.1.6 Ruby Stufft Award

This award is granted to observers having completed 70 years of observations. In 1991 Mrs. Stufft
of Elsmere 9 ENE, Nebraska, became the first woman observer to reach the 70-year milestone.

20.1.7 Earl Stewart Award

After having taken observations for 75 years, observers receive this award. Mr. Stewart completed
75 years of continuous observations at Cottage Grove, Oregon, in 1992.

The formats of the Albert J. Myer, Ruby Stufft, and Earl Stewart awards are identical to the format
of the Edward H. Stoll award.

20.2 Awards for Special or Sustained Achievements

There are five methods of recognizing special accomplishments by cooperative observers: (a) letter
of appreciation, (b) special service award (c) public service award, (d) the John Campanius Holm
Award, and (e) the Thomas Jefferson Award. These are described below.

20.2.1 Letter of Appreciation

A letter of appreciation may be sent to an observer by an NWS official to express satisfaction with
consistently good or above average services rendered.
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 Exhibit 20.1. Institutional Award

United States Department of Commerce
National Oceanic and Atmospheric Administration

 INSTITUTIONAL AWARD

 This certificate is awarded to

 in grateful recognition of 75 years of Weather
Observations in cooperation with the

National Weather Service

_________________________
Supervisor

                  ________________________________________________________________

ASSISTANT ADMINISTRATOR FOR WEATHER SERVICES

DATE ISSUED:
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Exhibit 20.2. 40-Year Length of Service Award

Recognizing

 for Forty Years
of Service in the

Government of the
United States of America
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Exhibit 20-3. Edward H. Stoll Award

United States
Department of Commerce
National Oceanic and Atmospheric Administration 
National Weather Service

Edward H. Stoll Award
Presented to

For serving 50 or more years as a cooperative weather observer 
Issued

________________________________________ -----------------------------------------------------------
Regional Director Director, National Wealber Samce
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Exhibit 20.4. Helmut E. Landsberg Award

United States
Department of Commerce
National Oceanic and Atmospheric Administration 
National Weather Service

Helmut E. Landsberg Award
Presented to

For serving 60 or more years as a cooperative weather observer
Issued

Presented in honor of Dr. Helmut E. Landsberg (1906-1985). ________________________________
father  of the Climatological Observing Network Director, National Weather Service
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20.2.2 Special Service Award

This is granted to express appreciation for special services rendered by an individual or
organization. It may be prepared, approved, and signed by the local supervisor, including the
NWSREP, hydrologist, community preparedness staff, or other official. It may be awarded for any
significant service believed appropriate by an official of the supervising office, including:

a. Timely and unusual action to insure receipt of weather reports at collection centers.

b. Unusual assistance or ingenuity in maintaining equipment and observations in times of
emergency.

c. Consistent or unusual service rendered a local office where other awards do not apply.

d. As an intermediate award when significant services are rendered to warrant recognition, but
the requirements of other awards have not been met. For example, it may be used as a
length-of-service award for intermediate years (e.g., 15, 25, etc.) if no other award is
available for this purpose.

Presentations should be made as soon as possible after the special service was rendered. Each
supervising office should keep a small supply of blank awards. Exhibit 20.5 shows a Special
Service Award.

20.2.3 Public Service Award

The Public Service Award is one step above the Special Service Award. It is presented to
institutions or individuals who have performed meritorious service but may not qualify for a higher
award. This may be granted to individuals who have undergone considerable risk to their life or
safety to report rainfall, river stages, or severe weather, for example, that have contributed to the
issuance of lifesaving warnings by the NWS. In order to be granted, Public Service Awards must
meet certain conditions established by and have the approval of the WSH Office of Meteorology,
as described in WSOM J-80.

20.2.4 John Campanius Holm Award

This award, shown in Exhibit 20.6, is granted each year to a maximum of 25 observers to honor
them for outstanding accomplishments in the field of cooperative observations. The award was
named for a Lutheran minister who was the first person known to have taken systematic weather
observations in the American Colonies in 1644 and 1645. NWSREPs select candidates for this
award from among their observers who rank highest in several of the following categories:
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a. length of service (generally 20 years or more);

b. accuracy and legibility of records;

c. taking and reporting observations under occasionally hazardous or extreme weather
conditions over an extended period;

d. unusual efforts to maintain continuity of observations during illnesses, emergency
absences, or equipment failure;

e. consistent or unusual efforts to ensure that forms are sent in promptly;

f independent preparation or publication of climatological data or summaries, based on
quality, consistency, and length of time issued;

g. consistent and/or unusual efforts to disseminate weather information;

h. consistent and/or unusually good care of instruments;

i. a high level of cooperation with NWS officials and representatives; and

j. activities in the community (civic or religious).

20.2.4.1 Selection Procedure

In the winter of each year, the NWSREPs are asked to evaluate one or more of their best
cooperative observers not having previously received the Holm award by filling out WS Form B-
24, Rating Sheet for John Campanius Holm and Thomas Jefferson Awards. NWSREPs often
supplement WS Form B-24 with letters of recommendation, newspaper articles, etc., giving further
evidence of candidates' qualifications for awards. The forms are then sent to the regional
NWSREP, who may add evaluations and forward the forms to NCDC. NCDC evaluates observers
for the legibility and accuracy of the forms and the consistency with which the reports are received
on time. NCDC then forwards the forms to the National CPM's office.

The National CPM makes copies of the above information, summarizes the qualifications of all
candidates, then sends everything to the members of the panel that selects the winners. Panel
members usually include representatives of NWS Public Affairs, Office of Meteorology, and OH,
in addition to the National CPM. Panel members then select their choices for the awards. A
meeting is convened at which members cast their votes. Several votes may be required to break ties
and to assure that winners are distributed fairly among the states and regions.
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Exhibit 20.5. Special Service Award

United States Department of Commerce
National Oceanic and Atmosplieric Administration

SPECIAL SERVICE AWARD
Presented to

 in recognition with appreciation of
Significant Service rendered

for the National Weather Service
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Exhibit 20.6. John Campanius Holm Award

UNITED STATES
DEPARTMENT of COMMERCE
NATIONAL OCEANIC AND
ATMOSPHERIC ADMINISTRATION

JOHN CAMPANIUS HOLM
AWARD

CITATION:

For outstanding accomplishment
in the field of meteorological observations
in the tradition of John Caml)anius Holm, 
earliest known systematic weather observer
in North America ...1644-1645.

_________________________________
Administrator, NOAA
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20.2.5 Thomas Jefferson Award

Exhibit 20.7 shows the Thomas Jefferson Award, the most prestigious award given to cooperative
observers. It is named for our third president, who kept an almost unbroken series of weather
records from
1776 to 1816. This award is given to no more than five observers a year, for outstanding and
unusual achievements. All candidates for the Jefferson award must have received the Holm award
at least 5 years earlier.

The selection of winners follows the same procedure as for the Holm award.

Exhibit 20.7. Thomas Jefferson Award

UNITED STATES
DEPARTMENT of COMMERCE
National Oceanic and Atmospheric Administration

THOMAS JEFFERSON
AWARD

CITATION: For unusual and outstanding
accomplishment in the field of
meteorological observations in the
tradition of Thomas Jefferson, pioneer
weather observer and third President
of the United States.

Secretary of Commerce

Administrator, NOAA
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21. Court Appearances by Cooperative Observers

When an observer is contacted by an attorney or court official with a subpoena for a case where
weather conditions may be a factor in litigation, the following information should be used as a guide to
the observer and those involved in the court action.

a. It is possible that most or all of the weather information required for the case may already be
available, certified and in published form, at the nearest NWS office. Certified copies of
records, as opposed to publications, which are also admissible as evidence in Federal courts
pursuant to 28 USC 1733(b), are available from NCDC at the following address:

National Climatic Data Center
Attention: Climatic Information Branch
Federal Building
37 Battery Park Ave.
Asheville, North Carolina 28801

The telephone number is (704) 271-4682.

The above statute provides: “Properly authenticated copies or transcripts of any book, record, paper, or
documents of any department or agency of the United States, shall be admitted in evidence equally
with the original - thereof.” 

However, this does not mean they are admissible in state courts, although many state courts will accept
certified records in evidence without authentication.

There is a nominal fee for the certified copies of records and publications.

b. Requests for certified copies of records, where certified published data will not suffice, should
be referred to NCDC since that office is the custodian of the original records. Carbons or
photocopies should not be certified as copies of the original by observers, for they do not have
the authority to certify these records.

c. observers have no choice but to honor subpoenas. They are entitled to the same privileges as
any other private citizens in collecting witness fees, reimbursement for travel, and other
expenses from the Clerk of the Court. In some cases witness fees and travel reimbursement
must be requested in advance.

d. NWS cooperative observers who testify in court should state only the facts as to the weather
elements that were observed and recorded. They should not be expected to give expert
testimony as meteorologists or give opinions.
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e. When a court appearance is contemplated or when a subpoena is received, the observer should
contact the NWSREP and provide the following information:

(1) nature of the suit;
(2) court where the suit is being held;
(3) scheduled date of trial;
(4) names, addresses, and phone numbers of attorney(s) involved in the suit; and
(5) names, addresses, and phone numbers of the presiding judge and Clerk of Court, if 

                  available.

The NWSREP receiving the above information should notify the area manager who, in turn, should
notify the NWS or NOAA staff attorney.

22. Compensation for observer On-the-Job Injuries

Cooperative observers are considered by the NWS as having employee coverage under the Federal
Employees' Compensation Act (FECA) (5 U.S.C. 8101 et seq.) while engaged in observation work.
regardless of whether they are paid. This provides compensation and medical care for disability due to
personal injuries sustained while in the performance of duty. The term “injury” includes, in addition to
injury by accident, a disease proximately caused by the employment. The law also provides for the
payment of funeral and burial expenses and compensation for the dependents if the injury or disease
causes the employee's death.

The FECA is the only remedy available for work-related injuries or deaths. Damages cannot be
recovered from the NWS. The final determination as to an observer's eligibility and extent of coverage
under the Act rests with the Office of Workers' Compensation Programs (OWCP), Employment
Standards Administration, U.S. Department of Labor.

22.1 Procedure for Making Claims

Potential observer claims should be reported immediately to the NWS personnel officer for forwarding
to OWCP. A claim may be in the form of a specific letter of particulars from the observer to the
NWSREP or the supervising office, accompanied by Forms CA-1 and CA-4 signed by the observer
and the NWSREP (or the NWSREP's supervisor; e.g., area manager), and Form CA-20 signed by the
attending physician. These forms are available from regional personnel offices. Pertinent billings,
receipts, or other supporting documents or statements should be attached and submitted to the
Personnel Division, RH.

22.2 Assistance to Claimants

Questions about compensation under the FECA should be directed to the NWS regional personnel
offices. Because observers may not be familiar with preparation of the forms, the NWSREP or regional
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Systems Operations Division should provide considerable assistance to the observer through the entire
process. For the purpose of filling out the required forms, the NWSREP's supervisor is considered to
be the observer's supervisor.

23. Waiver for Non-Installation of MMTS Surge-Protection Ecruipment

Some cooperative observers may object to having surge protectors installed on cables and cords
attached to their MMTSs, and/or to the drilling of holes through walls or trenching required to make
the installations. Since these devices are intended to protect the MMTS, the observers, and their
property from damage, NWSREPs should protect themselves and the NWS legally (to the extent
possible) by having observers sign a waiver if they don't wish to have the MMTS surge protection
equipment installed. One copy should be retained by the NWSREP and another forwarded to the
regional office. The waiver and explanatory letter are shown in Exhibits 23.1 and 23.2.

24. Forms Used by Cooperative Observers

This section lists the forms used to record weather observations and describes the action to be taken by
the NWSREP. Information on how to use most of the forms is included on the cover of the pads of
blank forms and is not generally repeated in the WSOM or the handbooks. WSOH2 displays several of
these forms, including details on proper usage by the observer, whereas this handbook describes the
handling of these forms by the NWSREP and NCDC. The following forms are most widely used in the
cooperative program.

24.1 WS Form B-82, Official Weather Observer's Record

This was formerly WS Form F-7. It is for the convenience of the observers for jotting down their
observations while taking them. These data are then transferred to WS Form B-91, after which Form
B-82 may be discarded. One form is used each day.

24.2 WS Form B-83a, Supplementary Record of Climatological Observations

This was formerly WS Form F-10a. It is used to report the usual temperature and precipitation data as
well as dry and wet bulb temperatures at up to three elevations, soil temperatures and soil moisture at
up to six depths, wind movement or speed at up to three heights, and wind direction. It is mailed as
directed by the NWSREP. Normally, a copy will be sent to NCDC.
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Exhibit 23.1. Cover Letter for Waiver

24.3 WS Form B-83b. Record of Reference Climatological Station Observations

This was formerly WS Form F-10b. It is used by the 20 stations in this network to record maximum
and minimum temperatures, precipitation, weather conditions, and, in some cases, wind movement.
Forms are sent to NCDC (see Section 5.1.1 of WSOM B-17).

Dear Cooperative Observer:

 
Over the years since 1983 when the MMTS came into use, power surges, often suspected to be caused
by lightning, have been disabling enough MMTSs that a significant amount of valuable temperature
data has been lost. In addition, there has also been a small possibility of property damage or personal
injury from these surges, although no injuries have been reported in any of the 4,000 MMTSs installed
so far.

 
In order to reduce the loss of data and the risk of possible injury: We are offering to install surge
protection equipment on your MMTS. This will require an hour or so of extra work, and the possibility
of digging additional trenches in the ground and drilling holes through an outside wall to help install
the surge protection equipment.

 
If you prefer not to have the above work done, please read and sign the attached waiver.

Sincerely yours,

Cooperative Program Manager
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Exhibit 23.2. Waiver for Non-Installation of MMTS Surge Protection Equipment

24.4 WS Form B-91, Record of River and Climatological Observations

This was formerly WS Form E-15. It is used by observers in all types of cooperative networks.
Precipitation (including snowfall and snow depth); maximum, minimum, and current temperatures;
weather conditions; and river stages are recorded on this form. If the river and climatological station
names differ, names and data from both stations may be recorded on the same form. The station index
number, however (bottom right of form), must be that of the climatological station.

WAIVER

I hereby decline to have National Weather Service (NWS) or other Federal Government personnel
install any surge protection equipment on the NWS maximum-minimum temperature system
(MMTS) on my property that will require the drilling of holes in my walls or the digging of
additional trenches for laying of cable. By declining this, I understand that I am absolving the
Federal Government of any responsibility for personal injury or property damage that could result
from power surges, and will hold the Government harmless from any liability for damages that
may result from such power surges.

_________________________________________________
Signature

_________________________________________________

_________________________________________________

_________________________________________________
Station Name and Address

___________________________________
Date
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24.4.1 Routing

If only river data are recorded, the forms are routed and processed in accordance with WSOM E-41,
Collection and Processing of Hydrologic Data. If both river and climatological data are recorded,
routing is as described above or as directed by the NWSREP. The NWSREP determines the routing if
only climatological data are recorded.

Some climatological observers are instructed to send their forms directly to NCDC, some to the
NWSREP (for quality control and processing before being forwarded to NCDC), and some to both. In
all cases, NCDC must receive the original, as it is the most legible. WS Forms B-91 should be
forwarded to NCDC as soon as possible, to assure their receipt there well before the end of the
following month in order to be published.

24.4.2 Processing

NWSREPs are responsible for reviewing WS Forms B-91 containing climatological data from new
observers and from those known to make errors before forwarding the forms to NCDC. NWSREPs can
then train observers in correct procedures or, if possible, make the corrections themselves if the errors
persist. Once the NWSREP is confident the observing procedures have been corrected (and assuming
the NWSREP does not need the WS Forms B-91 for other purposes), the observer may be instructed to
send future WS Forms B-91 directly to NCDC.

24.5 WS Form B-92, Record of Evaporation and Climatological Observations

This was formerly WS Form E-22. It is the official permanent record form used by cooperative stations
measuring evaporation. In addition to temperature and precipitation data, the following elements may
be recorded on this form: dry and wet bulb readings, wind movement, evaporation, and temperature of
the evaporation water. It is frequently used by agricultural extension stations, and the data may be
published by NCDC.

24.5.1 Preparation

Instructions for filling out this form are given on the inside and outside of the cover of each pad of
forms. This form should be prepared monthly whether or not evaporation observations are taken during
the cold season.

24.5.2 Routing and Processing

The observer mails the original and one copy directly to NCDC at the end of each month. Stations
equipped with water temperature recorders mail the charts along with WS Forms B-92 directly to
NCDC. The forms are checked for accuracy and tabulated by NCDC. The carbon copies are then sent
to the designated regional hydrologist.
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24.6 WS Form F-11, Weekly Weather Report

Temperature and precipitation are recorded on this card. Data from these and other sources are used
mainly to compute weekly divisional temperature averages and precipitation totals, which serve as the
basis for computing weekly departures of temperature and precipitation from normal, and drought and
crop moisture indices. The cards are mailed to the WSFO or other office responsible for computing
averages for divisions within the WSFO area of responsibility. See WSOM F-11, Weekly Weather and
Crop Summary Messages and Associated Reports.

24.7 WS Form F-54, Metropolitan Network Monthly Report

Temperature and precipitation are recorded on this card by observers in comparatively dense local
networks established to serve local needs, usually in metropolitan areas. The cards are mailed monthly
to the office using the data. See WSOH2 for details.
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Acronyms

The following acronyms are used in this document:

BPA Bonneville Power Administration
BR Bureau of Reclamation
CD Climatological Data
COE Corps of Engineers
CPM Cooperative Program Manager
CSSA Cooperative Station Service Accountability
DAPM Data Acquisition Program Manager
FC Flood Control
FECA Federal Employees' Compensation Act
FY Fiscal Year
HCN Historical Climatology Network
HMT Hydrometeorological Technician
HPD Hourly Precipitation Data
HSA Hydrological Service Area
I&M Inspection and Maintenance
IRPN Interior Reclamation Precipitation Network
MISCH5 Management Information Systems Communications Handbook #5
MMTS Maximum-Minimum Temperature System
NCDC National Climatic Data Center
NOAA National Oceanic and Atmospheric Administration
NWS National Weather Service
NWSREP NWS Representative
OH Office of Hydrology
OSO Office of Systems Operations
OWCP Office of Workers' Compensation Programs
RASC Regional Administrative Service Center
RFC River Forecast Center
RH Regional Headquarters
ROSA Remote Observation System Automation
SID Station Identifier
SRG Standard Rain Gauge
WATS Wide Area Telephone Service
WSH Weather Service Headquarters
WSFO Weather Service Forecast Office
WSO Weather Service Office
WSOH2 NWS Observing Handbook #2, Cooperative Station Observations
WSOM Weather Service Operations Manual

*U.S. GOVERNMENT PRINTING OFFICE: 1994-300-566/03030
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Snow Surveys and Water Supply Forecasting 
 
Snow Surveys - Manual 

Manual surveys require two-person teams to measure snow depth and water content at designated snow 

courses (fig. 6). A snow course is a permanent site that represents snowpack conditions at a given 

elevation in a given area. A particular snowpack may have several courses. Generally, the courses are 

about 1,000 feet long and are situated in small meadows protected from the wind. 

 

Figure 6. The surveyors are approaching 

a typical snow course marker. This is 

one of the nearly 1,600 they or others 

will encounter several times each winter. 

Measurements generally are taken on or near the first of every month during the snowpack season. The 

frequency and timing of these measurements varies considerably with the locality, the nature of the 

snowpack, difficulty of access, and cost. On occasion, special surveys are scheduled to help evaluate 

unusual conditions. The manual surveys involve travel and work in remote areas, often in bad weather, but

reliable data are obtained. Locations that are too hazardous or costly to measure on the ground can be 

equipped with depth markers that can be read from aircraft (fig. 7). Snow depth can be measured in this 

way with a high degree of accuracy. Although the amount of water in the snowpack is not measured, it can

be reliably estimated from the observed snow depth. 
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Figure 7. Another form of manual 

surveying is reading depth markers 

from aircraft for locations too hazardous 

or costly to measure from the ground. 

NRCS conducts intensive training in snow sampling techniques, safety, and mountain survival. On-the-job 

training and an annual "west-wide" school develop the needed skills. The school has become known 

throughout the Western United States and Canada for its unique training program offered to NRCS 

employees and others engaged in the cooperative surveys. A critical part of the training is the overnight 

bivouac in a snow shelter the student constructs (fig. 8). Many graduates have credited this training with 

bringing them safely through unforeseen, hazardous situations. 
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Figure 8. Students attenting the "west-wide" school learn to construct 

snow shelters such as this trench shelter. 

Manual surveys 

The surveyor makes certain that the tube is clear of all snow and soil before taking the snow core sample 

(fig. 9). The team uses a strong, light-weight, graduated aluminum tube and a weighing scale. 
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Figure 9. 

One surveyor measures the snow depth while the other records data (fig. 10). From 5 to 10 

measurements are taken at regular intervals along a snow course. Snow depth is measured by pushing the

tube down through the snowpack to the ground surface and extracting a core. 

 

Figure 10. 

In taking an accurate snow core sample, the surveyor must verify that the tube has reached ground level 

by examining the base of the tube and finding soil (fig. 11). After clearing out the soil from the tube, the 

surveyor determines the amount of water in the snowpack by weighting the tube with its snow core and 

subtracting the weight of the empty tube (fig. 12). An average of all samples taken is calculated and used 

to represent the snow course. 
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Figure 11. 

Figure 12. 
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Snow Survey Sampling Guide 
 
Introduction 

The purpose of this guide is to promote efficient and 

accurate snow surveying and to establish uniform 

sampling procedures.  

It is a training and reference guide designed for snow 

surveyors who use sampling equipment to measure snow 

accumulation. It explains sampling and recording 

procedures essential for accurate forecasts of the Nation's 

water supplies. 
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Snow Survey Sampling Guide 
 
Importance of Accuracy 

Accuracy is essential. A small error in snow sampling can 

produce a large error in the water supply forecast. An 

error in measurement affects not only current reports but 

also analyses of archival data in future years.  

Take special care to avoid error while reading snow depth 

and tube weight. Be sure the core sample represents the 

full depth of the snow. 
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Snow Survey Sampling Guide 
 
Care of Sampling Equipment 

Taking good care of your sampling equipment can make 

the difference between a good survey and a poor one.  

1. Handle the equipment carefully to prevent 

damage. A four-section sampling set costs more 

than $500.  

2. Do not cling to sampling tubes while sampling on 

steep slopes.  

3. Keep the sampling tubes clean and covered inside 

and out with a thin coating of spray silicone or 

wax. A coating keeps the snow from adhering to 

the tube and prevents corrosion. 

4. Ice and rock feel and sound similar when struck by 

the sampling tube. Before you exert pressure, be 

sure you are striking ice.  

5. Keep the cutter sharp and the orifice true to its 

original diameter. If the cutter is broken or badly 

worn, ask for a replacement.  
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Snow Survey Sampling Guide 
 
Checking Equipment 

Before leaving headquarters --  

1. See that tubes are properly siliconed or waxed. 

2. Make sure the coupling threads are clean and that all the tube 

sections screw together without binding.  

3. Check the sampling kit for the following items: 

Sampling tube sections that match  

Spanner wrenches  

Thread protector  

Driving wrench (optional)  

Field data notebook (SCS-EN-708)  

Pencil  

Weighing scale and cradle  

Snow course map  

Measuring tape  

Snow Survey Safety Guide  

First aid kit  

Snow Survey Sampling Guide  

Snow Sampling Kit 
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4. Check your oversnow traveling equipment for: 

Goggles  

Skis -- running surface, binding, poles, climbers  

Snowshoes -- varnish coating, webbing, bindings  

Oversnow vehicle -- fuel and oil (see operating manual)  

 

5. Check your clothing and that of your companions. See Snow 

Survey Safety Guide. 

 

It is much easier to check these items at headquarters, where 

replacements are available, than at the snow course. 
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Snow Survey Sampling Guide 
 
Snow Sampling Procedures - Step 1 

Check the location sketch map of the snow course for sampling 

point No. 1. Do not drive the snow machine on the snow course. 

Do not walk on the snow course without snowshoes or skis. Keep 

walking to a minimum. 

> Next Step 
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Snow Survey Sampling Guide 
 
For Special Conditions - Snow 
Freezing in Tube 

If snow melts and freezes in the point of the sampler and 

the entire core does not enter the tube, it is probably 

because the tube is above freezing temperature and the 

snow below freezing. The following steps can help you 

meet this difficulty:  

1. Cool the tube by setting it in the shade or burying 

it in the snow.  

2. Clean the tube thoroughly, then push it rapidly 

through the snow without stopping until you reach 

ground surface.  

3. Take samples in the early morning or evening 

when it is cool  

If these precautions do not help, follow these steps:  

1. Thrust the tube as deeply as possible without 

stopping.  

2. Remove the tube carefully so as not to disturb the 

hole.  

3. Record the core length and weight.  

4. Empty the tube and return it carefully to the 

bottom of the hole.  

5. Again thrust the tube deeper into the snow until it 

stops or reaches the ground.  

6. Repeat as many times as necessary to reach the 

ground.  

Record data as shown on sample note for "Tubes Too 

Short for Depth of Snow" . 
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Snow Survey Sampling Guide 
 
For Special Conditions - Sampling Very Shallow 
Snow 

If water content of the snow is less than 2 inches, it is difficult to read the weighing 

scale accurately for single sample points. Do as follows:  

1. Take a sample at the sampling point.  

2. Empty the core into a bucket or any container that can be tied to the weight 

scale. (if the empty container is not heavy enough to record an empty weight

on the scale, add more weight. Use sections of sampling tubes, driving 

wrenches, or anything handy.)  

3. Record the depth of snow and length of core as shown on sample note 

below.  

4. Weigh container and any added weights when all the sample cores have 

been accumulated.  

5. Record this weight in the bottom of the column "Weight of Tube and Core." 

Empty snow from container. Weigh container and weights and record this 

figure at the bottom of the column "Weight of Empty Tube."  

6. Subtract weight of empty container from weight of container and core. 

Record the difference at the bottom of the column "Water Content Inches." 

To obtain average water content on the snow course, divide total water 

content by total number of sampling points.  

7. Total the snow depth and divide by number of sampling points to get 

average snow depth.  
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Snow Survey Sampling Guide 
 
For Special Conditions - Tubes Too Short for Depth 
of Snow 

 

If the depth of snow is greater than the length of tubing at hand, do the following:  

1. Drive the tube its full length into the snow.  

2. Place a handkerchief or similar object over the top of the tube.  

3. Dig down around the tube to a depth of about 1 foot.  

4. Stand on tube and force it down farther.  

5. Remove the wadding and observe the depth of the core. When the core 

reaches the top of the tube, you have reached the limit for this method of 
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measurement.  

The depth of the snow is the distance from the snow surface to the top of the tube 

added to the length of the tube.  

If the snow is too deep to get a whole sample by this method, then do the 

following:  

1. Dig a hole in the snow at the sampling point to a depth of 2 to 3 feet. Try 

sampler in bottom of hole. If you have not reached the ground surface, dig 

deeper. Use ski heel or tip of snow-shoe for a shovel if nothing else is 

available.  

2. Slide a metal plate or firm, flat object (aluminum notebook cover) into side 

of pit at a depth below the top of the grounded sampler.  

3. Drive sampler down to metal plate.  

4. Measure snow depth and core length of the first section of snowpack.  

5. Break off snow into pit down to metal plate.  

6. Weigh and record weight of tube and core and weight of empty tube. (See 

sample note below)  

7. Sample from metal plate down to the ground surface. Weigh and add depths 

and water contents for that sampling point. (See sample note below).  

8. Be sure to fill the hole if the course is to be sampled at a later date. Make a 

note to bring additional sections of sampler tubing for future surveys.  
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Snow Survey Sampling Guide 
 
For Special Conditions - Driving Sampler Through 
Layers of Deep Snow 

When sampling deep snow, drive the sampler rapidly. Keep it moving continuously 

until the ground surface is reached.  

The following procedure is suggested:  

1. Both surveyors drive the sampler with a hand-over-hand motion, keeping 

the sampler in motion.  

2. Grab the driving wrench handle and push down.  

3. If the tube stops, one surveyor steps on the handles and drives the tube 

down to the ground surface with a pumping action of the knees while 

balancing against his partner's shoulders.  
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Nevada NRCS Snow Programs 

 

Dan Greenlee, Water Supply Specialist 
Natural Resources Conservation Service 
1365 Corporate Blvd. 
Reno, NV 89502 
Phone:  (775) 857-8500 x 152 
Fax:      (775) 857-8525  
email: dan.greenlee@nv.usda.gov 

  

 

 

Page 1 of 1Snow Survey Homepage | Snow Survey

4/28/2005http://www.nv.nrcs.usda.gov/snow/



 
 
 
 
 
 
 

 
 

 
WeatherBug 

AWS Weathernet 
 

Site Installation Guide 
 
 
 



 

  
 

   

 

Can we install the Weather Station ourselves?  
Can AWS or another contractor install our WeatherStation?  
What components do we need to supply for installation?  
What does installation of the mast require?  
Does the sensor mast need to be grounded?  
Where should the sensors be located?  
Do the outdoor sensors need to point in a certain direction?  
How can we protect our mast against power surges?  
How can I tell which is the modem cable vs. the computer cable?  
How do we set the Weather Station's time and date?  
What is the Auxiliary Temperature Probe, and how do I install it?  
How far can I place my digital display?  
Which power pack goes with which device?  
Which lights should be lit on the front of the Master Control Unit/Data 
Logger?  
How can we extend the distance from the Master Control Unit to the 
sensors?  
Do we need our computer or phone line during installation?  
Is the computer or modem required for AWS or the TV station to 
access our weather data?  
Do we need a dedicated phone line?  
Do any sensors require calibration after installation?  
How do we determine what our barometric pressure should be set to?  
Do we have to go up on the roof and adjust anything after the 
installation is finished?  
How do we correct the time?  

Can we install Weather Station ourselves? 
Any qualified maintenance or facilities personnel should be able to install 
the unit according to the instructions in our manual. 

 
 
Can WeatherBug or another contractor install our Weather Station? 
Yes. You can contract with AWS to install your Weather Station. We have 
qualified installation contractors in most major cities. Installation costs range 
from $800-$1,500. You can submit your order to WeatherBug technical 
support (we will send you an installation estimate) or request a name of a 
local contractor from us and handle the installation arrangements yourself. 

WeatherBug Tracking Station Go!

WeatherBug Achieve Go!
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What components do we need to supply for installation? 
You will need to supply the mast and mounting accessories (brackets and 
grounding cable), which can be purchased from almost any electrical 
supplies store. 

Installing your sensor mast is very similar to mounting an antenna or 
satellite dish. In fact, the mounting bracket you purchase may be labeled 
"TV Antenna Mounting Bracket." Please make sure the brackets and other 
mounting hardware you use are suitable for the type of siding onto which 
you are mounting the mast. If you arrange for professional installation 
through us, your installer will provide the mast and mounting hardware. 

You will also need a computer, to access your station's data as well as that 
from the rest of the WeatherBug network. 

 

 
 
What does installation of the mast require? 
We recommend using 1" rigid electrical conduit, which has an inside 
diameter of 1" and an outside diameter of 1.25". Do not use any mast with 
an outside diameter greater than 1.25". 

The instruments need good exposure above the roof to provide the most 
accurate readings. Your instrument mast should extend 10 feet above the 
section of roof where it is being mounted. Since most masts are mounted to 
the side of the building, you will require 15 feet of mast (5 feet is used for 
mounting to the side of the building). 

Click here to view how the mast should be positioned on a building. 
 
If the mast is mounted on top of the roof using a non-penetrating 
standalone roof mount, it must be at least 10 feet above the roof. If there is 
a parapet or wall extending above the roofline, the 10 feet should be above 
the top of the obstruction. 

You can use two sections of mast to achieve the 15-foot total length. In this 
case, a 5-foot section of larger diameter pipe is mounted to the building. A 
10-foot section of 1" rigid conduit can be inserted and secured in the 5-foot 
section (secure it with at least two bolts). When selecting mast diameters 
make sure that the larger section fits into your mounting brackets. The 
smaller section is sized for the weather sensors (1.25" outside diameter). 

The installation manual shipped with your system contains detailed 
information on mounting brackets, installation specs, etc. 

 
 
Does the sensor mast need to be grounded? 
Yes! This protects your AirWatch system from damage by lightning or other 
electrical surges. The buyer / installer is responsible for grounding the 
sensor mast in conformance with all applicable building codes. 

Grounding cable is not included with your Weather Station, because 
building codes vary from jurisdiction to jurisdiction. Typically, the ground 
wire is connected to an appropriate location, such as a ground rod or other 
grounded point (consult a certified electrician to ensure proper grounding). 
The ground wire protects against electrical surges and the build up of static 
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charge on the mast, which can damage the instruments. 

 

 
 
Where should the sensors be located? 
The location of your outdoor sensors is very important to achieving accurate 
and reliable data. Use the following guidelines to select a location for your 
sensors: 

Click here to view where the sensor should be positioned on a building. 
 

Look for unobstructed, open areas  
Mount the sensor mast on the exterior wall on the side of the prevailing 
winds (usually the west side), if possible  
Avoid roof vents and air conditioning/heating units  
The WeatherBug system comes with 200 feet of data cable to connect 
the outdoor sensors to the indoor Master Control Unit (MCU). Try to 
locate the sensors within 200 feet of where your MCU will be located. If 
necessary, cable extensions can be purchased from AWS.  
Be sure that you can route your cable inside without difficulty. We 
recommend that you plan your entire cable route prior to beginning 
installation.  
The tallest section of the roof is not necessarily the best location. 
Temperature considerations are more important than wind 
considerations. Subsequently, we recommend installation on the 
exterior wall on the side of prevailing winds.  

 
 
Do the outdoor sensors need to point in a certain direction? 
Yes, point each sensor in the appropriate direction. 

Wind Sensor 
If you have a four-blade propeller (which looks like an airplane), each 
blade has a small rectangular junction box near the bottom of the 
sensor. The face of this box must point due south. If you have a three-
cup anemometer, the cups must be on top. The square tube metal 
mount arm must point due east.  
Sensor Shelter 
The sensor shelter (a multi-cone vented object) houses the 
temperature and relative humidity sensors. It should be placed so that 
rainfall does not fall into the sensor area. The sensor shelter does not 
need to point in a specific direction, but it must face in the opposite 
direction of the rain gauge. This prevents the shield from blocking 
precipitation falling into the rain gauge and producing inaccurate 
readings. The sensor shelter should also face away from the building 
to avoid artificial over-heating from the often very hot rooftop.  
Rain Gauge 
The rain gauge does not need to point in any specific direction. 
However, neither the sensor shelter nor anemometer should be 
directly above the rain gauge, which could prevent precipitation from 
falling into it. If the sensor mast is mounted on the side of a building, 
place the rain gauge so that it points toward the building, making 
cleaning and maintenance easier.  
White Junction Box (older units only) 
Some older Weather Stations have a rectangular, white metal junction 
box for cable connections at the bottom of the mast. If your unit has 
one, make sure that the round openings for the cables are on the 
bottom, so that rain or snow does not enter the box.  
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How can we protect our mast against power surges? 
Virtually any outdoor instrument has some susceptibility to power surges 
caused by lightning. AWS has taken extensive steps to minimize potential 
damage. First, however, you must ground your outdoor sensor mast in 
accordance with all applicable building codes. 

Your system includes uninterruptible power supplies (UPS) that serve as 
surge suppressors and backup power. Indoor components (Master Control 
Unit/data logger, digital display, and modem) should be plugged into the 
UPS. Your computer needs its own UPS (not included). Your system also 
includes a phone surge suppressor for connecting incoming phone lines to 
the Weather Station modem (this is a separate unit on older systems). The 
phone line should run from the wall jack into the phone surge suppressor 
and then into the modem. 

 
 
How can I tell which is the modem cable vs. the computer cable? 

Null modem cable has a DB9 on one end (9 pins) and a DB25 
connector (25 pins) on the other. It does not have adapters.  
PC computer cable has DB9 on both ends (9 pins to 9 pins) and 
comes with a DB-DB25 adapter (9 pin to 25 pin adapter)  
MAC computer cable has a standard MAC serial DIN connector on one 
end and a DB25 connector on the other (Mac modem port connector to 
standard 25 pin serial). It comes with a DB9 adapter (25 to 9 pin 
adapter)  

Click here to view the specific cable. 

 
 
How do we set the WeatherBug Tracking Station's time and date? 
Our technicians can remotely log onto your system and set the date/time. 

 

 
 
What is the Auxiliary Temperature Probe, and how do I install it? 
The Auxiliary Temperature Probe serves as an additional point of 
temperature comparison for use in temperature reference studies. 

The probe is a 15-foot gray cable, which connects to a port on the back of 
the Master Control Unit (or data logger). The opposite end, which has black 
heat shrink tubing and no connector, is the electronic temperature sensor. 
The length of its cable gives you great flexibility when choosing a location 
for the sensor. Interesting examples include: 

Click here to view the specific cable. 

The US Naval Academy in Annapolis, MD, placed a probe in the 
Chesapeake Bay to monitor water temperatures.  
Several ski resorts have placed probes at different points on their ski 
slopes to monitor outdoor temperatures at different altitudes.  
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The probe has also been used for classroom "incubator" temperature 
monitoring as well as heat/air conditioning efficiency studies.  

Click here to view the specific cable. 
 
If a fault occurs in the cable, or it is severed or disconnected, the 
temperature will read -45 degrees (pre-1997 models) or -100 degrees (1997 
and later). A constant reading of 100 or higher indicates a short circuit, 
which may occur if the cable is crushed. 

Contact WeatherBug technical support to discuss the feasibility of 
temperature studies that you are considering. 

 
 
How far can I place my digital display? 
If your Master Control Unit (also known as a data logger) was manufactured 
in 1996 or later, the display can be as far as 600 to 700 feet away. Data 
loggers manufactured from 1993-95 tend to lose power over distance, and 
can only be placed up to 50 feet away from the display. You can use a 
"Serial Power Booster" to extend the distance to 100 feet or a "Serial Line 
Driver" to go past 100 feet. 

 

 
 
Which power pack goes with which device? 
WeatherBug Tracking Station components are powered by small adapters, 
which are tagged to indicate which component it operates: 

Data Logger / Data Logger II: Powered by a 120-volt AC to 15-volt 
DC adapter with a maximum 600mA current draw  
Master Control Unit: Powered by a 120-volt AC to 12-volt DC 
adapter, rated for a maximum 1.2 Amp current draw  
Digital Display: Powered by a 120-volt AC to 12-volt DC adapter, 
rated for a maximum 1.2 Amp current draw  
Modem: Powered by an adapter operating at 120-volt AC to 9.5-volt 
AC with a maximum 600mA current draw  

We recommend that the above power adapters be acquired only from AWS. 
AWS cannot be held responsible for any damage caused by non-approved 
replacement components. Incorrect voltage or polarity can result in major 
damage to your display or Master Control Unit. 

To achieve maximum surge protection and battery life, follow the 

Logger/ MCU 
Serial Number

Comm. 
Type Standard

Total Length 
of all Display 

Cables
Equipment Multiple 

Displays?

DL 93xxx, 
DL94xxx, DL 
95xxx

RS-2323 25 feet Up to 50 feet None Yes

   50 to 100 feet Signal Amplifier 
(power booster) Yes

   100 to 700 
feet

Standard Line 
Driver Yes

DL96xxx, 
AW97xxx, 
AW98xxx, 
AW99xxx

RS-485 25 feet Up to 700 feet None Yes
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component layout attached to the UPS: 

1. Plug the UPS into a normal wall electrical outlet.  
2. Plug the surge suppressor/power outlet strip into the lower power 

plug on back of the UPS.  
3. Plug all power packs (e.g., logger, modem, display) into the outlet 

strip.  
4. Run the phone line for the modem from the wall jack into the 

telephone surge protector (on the outlet strip) and out to the "line in" 
jack on the modem.  

 
 
Which lights should be lit on the front of the Master Control Unit/Data 
Logger? 
Under normal operating conditions, the green power light on the front of the 
Master Control Unit (MCU), or data logger, should be lit. When you turn on 
the power, the yellow "fault" light may illuminate slightly. If it illuminates 
brightly, check your power connections to ensure the MCU is receiving 
power and that the reset circuit breaker on the rear of the MCU has not 
been tripped (it should be pressed in). 

If there is a loss of primary power, the battery low light will activate and the 
MCU will draw emergency power from its internal battery. The battery is 
good for up to four hours, after which the MCU automatically shuts down. 
The battery is automatically charged when the MCU receives full power. 

If the battery low light indicator stays lit, it may be because of one of the 
following reasons: 

1. Power adapter has come unplugged from surge protector strip or 
the back of the MCU, or is defective.  

2. Internal battery or related circuitry has failed. Contact WeatherBug 
technical support.  

IMPORTANT: Before turning on any components, check all connections to 
make sure that they are secure. 

 

 
 
How can we extend the distance from the Master Control Unit to the 
sensors? 
Standard systems with serial numbers 96XXX and lower include a 200-foot 
cable. If you require a greater distance, a 100-foot extension cable is 
available. Due to sensor response characteristics, the cable should never 
run more than 300 feet. Systems with serial numbers 97xxx and higher can 
be extended up to 700 feet. 

 
 
Do we need our computer or phone line during installation? 
We recommend that your computer be available during installation, but it is 
not absolutely necessary. If you are going to be using Internet-based 
communications, your computer should be available so that we can 
remotely access and calibrate your system. 

If your site is modem-based, we do not need your computer to access your 
system. Your phone line should be activated prior to installation so we can 
remotely access your system after installation is completed. This will enable 
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AWS technicians to log onto your system to set calibrations, perform 
remote diagnostics and ensure proper operation. 

Your digital display allows you to ensure that your weather station is 
operating correctly, if your computer is not available. 

 
 
Is the computer or modem required for AWS or the TV station to 
access our weather data? 
Your Weather Tracking Station needs a way to communicate with the 
outside world. This can either be an AWS modem or a computer with 
Internet access running the AirWatch or MacMet Server. If you do not have 
a computer with dedicated Internet access, you must have an AWS 
modem. 

AWS can use either method to contact your station. However, not all TV 
stations have Internet access. Contact WeatherBug technical support to 
see if your local TV station has Internet access or needs to dial into your 
WeatherStation through a modem. 

TV Station Uses Modem Only (most common) 
You do not need a computer, just an AWS modem connected to a 
dedicated phone line. Even if your computer has direct Internet 
access, you will need an AWS modem. The TV station will dial into the 
modem to collect your data. If you don't have a computer, you can 
view your live data on your digital display.  
· TV Station Has Internet Access 
In this case, your TV station would probably prefer that you use a 
computer connected to the Internet. A computer may not be essential if 
the TV station can also use a modem to connect to your station.  

 

 
 
Do we need a dedicated phone line? 
To eliminate any confusion, we are referring to the phone line used by the 
AWS modem, not one you may be using for dial-up Internet access. If you 
need a phone line to connect to the Internet, you should have a second 
phone line installed for your AWS modem. 

A dedicated line ensures that access to your site is clear and reliable, but it 
is not necessary. Many sites share their modem line with a fax machine, 
which requires an automated fax/modem switch (usually retails for under 
$80 at computer/electronics stores). 

 
 
Do any sensors require calibration after installation? 
With proper installation, the only weather parameter that usually needs to 
be adjusted is barometric pressure. Since pressure changes with elevation, 
barometric pressure needs to be adjusted if there is a significant difference 
between your elevation and that of AWS headquarters. 

Systems With Serial Numbers Lower Than 96999 
Insert a small screwdriver through the hole in the side of the data 
logger chassis to adjust the pressure. Check the National Weather 
Service for an accurate local pressure reading. Exercise caution when 
making this adjustment, and use only small turns. Be sure that you can 
see the digital display or computer screen to monitor the changes that 
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you are making. The system has a one-minute averaging time, so turn 
the screw slowly and let the system settle for one minute prior to 
continuing. Pressure can only be adjusted + or - 0.5 in Hg from the 
actual reading.  
Systems With Serial Numbers Higher Than 97000 
These systems require a digital calibration. The Setup Wizard in the 
latest version of our Airwatch software prompts you to enter the local 
pressure (available from the National Weather Service. If you missed 
this step in the Setup Wizard, contact AWS to remotely calibrate your 
barometer. Barometers on these units can be calibrated to any value.  

 

 
 
How do we determine what our barometric pressure should be set to? 
You can obtain an accurate pressure reading from the National Weather 
Service. If you are unable to obtain an accurate local pressure reading 
contact WeatherBug technical support for assistance to obtain the local 
reading for you. 

 
 
Do we have to go up on the roof and adjust anything after the 
installation is finished? 
If all components are properly installed according to the manual, most of the 
"roof work" is done. Twice a year, someone should clean out the rain gauge 
and wipe off the top of the sensor shelter. It's a good idea to place the rain 
gauge where it can be easily accessed for cleaning. 

 
 
How do we correct the time? 
An on-board clock inside the Master Control Unit generates the time and 
date for your Digital Display and AWS operating software. As part of 
installation, AWS checks and adjusts this clock to the appropriate local time 
zone. You must contact AWS if your clock needs to be adjusted. 

The on-screen displays generated by the AirWatch and MacMet software 
comes from your computer's clock. If this time is wrong, adjust your 
computer clock. Contact your school's computer support staff, if you need 
assistance. 
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What on-going maintenance does our WeatherBug Tracking 
Station need?  
Why is the WeatherBug Tracking Station battery backup unit beeping?  
How long will the battery backup unit operate if there is a power 
failure?  
The power supply connector is loose, what should we do?  
How do I arrange for AWS to repair our system?  
We're not sure what is wrong with our system. Can someone from 
AWS take a look at it?  

What on-going maintenance does our WeatherBug Tracking Station 
need? 
Minimal maintenance is required. The following items should be checked 
four times a year, or more frequently if a noticeable change in performance 
is noted. 

Clean the rain gauge. Leaves, bird droppings and dust build-up can 
clog the entrance to the rain gauge. If problems persist, remove the 
cover (unscrew the four screws around the perimeter using a Phillips 
head screwdriver). Check the black plastic-tipping bucket to make sure 
it is free of debris and moves freely.  
Clean the sensor shield. A clean white surface is important for 
accurate measurements. Check the inside of the shield to make sure 
no debris has accumulated. A dirty surface or nearby debris can cause 
inaccurate readings.  
Clean the top of the light sensor. A dirty surface or nearby debris can 
cause inaccurate readings. (This applies only to systems built before 
1997.)  

 
 
Why is the WeatherBug Tracking Station battery backup unit beeping? 
This indicates that the uninterruptible power supply (UPS) has lost primary 
power and is now running on battery power. In some cases, the unit 
continues to beep even after normal power is restored. Turn the UPS off 
and then on again to reset it. If the unit continues to sound an alarm, 
contact WeatherNet technical support immediately. 

 

WeatherBug Tracking Station Go!

WeatherBug Achieve Go!
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How long will the battery backup unit operate if there is a power 
failure? 
Under normal operating conditions, the battery in the UPS can supply 
approximately 20 minutes of backup power. The UPS power switch light is 
green under normal operation. It turns red and the alarm beeps if a drop or 
surge in power is detected. (Refer to the features and specifications 
included with the unit, manufactured by American Power Conversion, for 
more details.) The UPS has two outlets. Plug the power strip or surge 
protector into one. Plug the AC adapters for the modem, Digital Display and 
Master Control Unit / Data Logger into the power strip. Plug the CPU for 
your computer into the other outlet on your UPS. 

 

 
 
The power supply connector is loose, what should we do? 
Tape the connector in place. 

 
 
How do I arrange for AWS to repair our system? 
Contact WeatherBug technical support. You will be assigned an RMA 
number, which enables us to tracking returned equipment. Our general 
repair procedures are as follows: 

Under Warranty 
If your system is less than one year old, repairs and replacement are 
covered by your warranty. In order for AWS to honor your warranty, 
you must ship malfunctioning parts to AWS for repair or replacement. 
The AWS warranty does not cover damage due to "acts of God," 
negligence or vandalism.  
No Warranty 
Expensive components, such as the Master Control Unit /data logger 
and the Digital Display, can be repaired at AWS. Low-cost 
components, such as modems, must be replaced. Once your warranty 
expires, you are responsible for replacement and repair costs. Repairs 
are usually billed at a flat rate, including all labor and taxes. Contact 
technical support for a replacement part number/price or estimated 
repair price, then fax a purchase order to AWS at 301-948-7310.  

 
 
We're not sure what is wrong with our system. Can someone from 
AWS take a look at it? 
Since AWS technicians can connect to your unit through the Internet or a 
modem, almost all problems can be solved remotely. 

If a problem cannot be diagnosed remotely, you should ship as many parts 
as possible back to AWS. The more parts we have the better, since we can 
get a more accurate idea of the overall scenario at your location. We can 
also repair or replace defective parts immediately. 

An AWS technician can travel to your location, but you will be charged $850 
per day plus all travel expenses. Usually, this is only cost effective in a 
situation where several units in your area need repairs. 
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Why are our rainfall measurements inaccurate?  
How do we test our Rain Gauge?  
Why isn't our display showing any wind speed even though the Wind 
Sensor is moving?  
The Wind Sensor has stopped moving and no wind speed is being 
displayed, what should we do?  
What do we do if the wind direction seems inaccurate?  
Why doesn't the wind direction display even though our wind vane is 
moving?  
What do we do if our Wind Sensor is not spinning when there is wind 
outside?  
The Wind Sensor is spinning, but the Digital Display/computer screen 
is registering zero wind speed. What do we do?  
Why are our wind speeds consistently lower than those reported from 
the airports on our local TV weather reports?  

Why are our rainfall measurements inaccurate? 
As your WeatherBug Tracking Station ages, you may begin to notice erratic 
rainfall measurements, which is usually an indication that the Rain Gauge 
needs to be cleaned. 

To ensure accurate measurement of rainfall, service your Rain Gauge once 
a quarter as described below. 

Remove the cover of the Rain Gauge by unscrewing the four screws 
around the bottom using a Phillips head screwdriver  
Clean the plastic bucket, screen and funnel hole  
Re-assemble the Rain Gauge  

 
 
How do we test our Rain Gauge? 
Pour one measured cup of water through the gauge. Your digital display 
should read about .37 inches. If not, contact WeatherBug technical support. 

 
 
Why isn't our display showing any wind speed even though the Wind 

WeatherBug Tracking Station Go!

WeatherBug Achieve Go!
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Sensor is moving? 
If your unit was manufactured in 1997 or later (serial number AW97xxx or 
higher), check your other numbers. If your temperature reads -100 and your 
relative humidity is 5, the connection to your main data cable is loose. The 
main cable (usually blue) is the one that runs from the roof to the Master 
Control Unit. Try disconnecting and then reconnecting the cable at the back 
of the Master Control Unit. 

Click here to view the wind gauge sensor. 
 
If that doesn't work, connect and reconnect the other end of the cable on 
the roof (labeled DATA, see photo). If wind is the only invalid reading, 
disconnect and securely re-connect the Wind Sensor cable on the roof 
(labeled WIND, see photo). 

If you still aren't getting a proper reading, you may have a more 
complicated problem. 

Units manufactured before 1997 use white spinning-cup anemometers. The 
Wind Sensor has its own cable that runs from the roof into the building. 
Check the wind cable at both ends to ensure the connection is tight. The 
wind cable has a piece of blue tape around it to help you identify it. 

 

 
 
The Wind Sensor has stopped moving and no wind speed is being 
displayed, what should we do? 
You probably have an older, white spinning-cup anemometer, and the ball 
bearings are worn. Because it is not cost effective to repair the bearings, 
you can either upgrade to the new high-endurance propeller anemometer or 
purchase a replacement cup anemometer. Contact AWS for details. 

 
 
What do we do if the wind direction seems inaccurate? 

Remember, wind is measured in the direction it is coming FROM  
If you have a white cup anemometer, point the aluminum arm EAST  
If you have a propeller anemometer, point the junction box SOUTH  

If your direction still seems wrong, contact AWS. 

 
 
Why doesn't the wind direction display even though our wind vane is 
moving? 
One of the pins or wires inside your data cable may have become 
disconnected. If possible, test the continuity of the wires. If the wire and 
connectors are in good shape and connected properly, you may have a 
more complicated problem requiring repair or replacement of parts. Contact 
AWS. 

 
 
What do we do if our Wind Sensor is not spinning when there is wind 
outside? 
Your Wind Sensor should spin with wind speeds at or above one to two 
miles-per-hour. If the Wind Sensor is not spinning, the sensor's bearings 
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have failed. Depending on your environment, bearings could degrade after 
two years of operation. The bearings in our new four-blade propeller Wind 
Sensor should last at least three years. Salt water and dusty conditions 
typically reduce the life of Wind Sensor bearings. 

Contact WeatherBug technical support to check on repair or replacement of 
your Wind Sensor. If you have a conventional three-cup anemometer, you 
can upgrade to the four-blade propeller. 

 

 
 
The Wind Sensor is spinning, but the Digital Display/computer screen 
is registering zero wind speed. What do we do? 
If you wind speed is registering as zero on your digital display, make sure 
that the display is showing current changing conditions. If the time/date or 
other data is not correct, communications between your Master Control Unit 
and your display may have been interrupted. 

Check that your Master Control Unit is powered and functioning 
properly. The green power light should be on and the battery low and 
fault lights off. If they are not, check the power connections and make 
sure the switch is in the on position. Then check the wind speed again.  
Check the data cable(s) from outside to ensure that they are securely 
connected to your Master Control Unit. If not, re-connect and check the 
wind speed again.  
Check the data cable route to make sure that it has not been cut or 
damaged. If the data cable looks normal, the source of problem is 
either the sensor or cable connection outside.  
Check the connection to the Wind Sensor. For serial number 96999 
and lower, the connection is in a junction box on your mast. Remove 
the cover of the junction box and carefully check the connection 
between the Wind Sensor and data cable. For serial number 97001 
and higher, the Wind Sensor connects directly to the Remote Weather 
Module in the sensor shelter. Check the Wind Sensor connection to 
the remote weather module.  
If all connections appear normal for serial numbers 96999 and below, 
the problem is the Wind Sensor. Disconnect the Wind Sensor and 
contact WeatherBug technical support to discuss repair or 
replacement.  
Serial numbers 97001 and higher have a four-blade propeller Wind 
Sensor with a small black rectangular junction box. Slide the door of 
the junction box up and check that all the wires in the wiring block are 
securely connected. If they are, the problem is the sensor. Disconnect 
the Wind Sensor cable from the Remote Weather Module and contact 
WeatherBug technical support to discuss repair or replacement.  

 
 
Why are our wind speeds consistently lower than those reported from 
the airports on our local TV weather reports? 
WeatherBug Tracking Stations measure wind speeds very accurately. 
Typically, they are installed in neighborhoods and influenced by the local 
terrain. Airport weather stations are usually mounted in the middle of large 
open airfields; terrain features and tree lines are miles away. Airport 
sensors are also mounted 30 feet above the ground, which typically causes 
airport wind speeds to read higher than those of your system. Your 
WeatherBug Tracking Station offers a true representation of local wind 
conditions. 

AWS systems have been tested at National Weather Service test facilities 
and wind tunnels and found to provide excellent accuracy. We also have 
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WeatherBug Tracking Stations installed at airports and found their winds 
speeds to be higher than those of our neighborhood-based systems. 
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Why is our Digital Display registering an outdoor temperature of -100 
degrees with 5% relative humidity?  
Why don't the numbers on the Digital Display match outdoor weather 
conditions?  
Why is our Digital Display showing all zeroes, except for the time which 
appears as 12:00?  
How can we determine if our readings are accurate?  
The data on our Digital Display is not updating, what do we do?  
What should we do if our Digital Display is flickering?  
What do we do if one of the indicator segments or digits won't light?  
Why is our Digital Display reading "No Signal"?  
How can we tell if outdoor sensors are sending incorrect data?  

Why is our Digital Display registering an outdoor temperature of -100 
degrees with 5% relative humidity? 
Communications between your Master Control Unit and the Remote 
Weather Module in the outdoor sensor module have been disrupted. Follow 
these steps to further diagnose the problem: 

Make sure that the data cable from the outdoor sensors is connected 
securely to the back of the Master Control Unit. If the cable was 
disconnected, your system should return to proper operation once it's 
reconnected.  
If the data cable from outside appears secure, carefully disconnect and 
reconnect the cable. If the data returns to normal operation, the 
problem your outdoor Remote Weather Module, the connector on the 
cable, or your Master Control Unit. If this situation occurs frequently, 
contact WeatherBug technical support.  
If reconnecting the cable does not restore normal operations, turn off 
your Master Control Unit, wait 10 seconds and turn it back on. If this 
restores normal operation, the problem is your Master Control Unit. If 
this situation occurs frequently, contact WeatherBug technical support.  
If none of the above steps work, check that the outside connection to 
the Remote Weather Module is secure. The cable has a white heat 
shrink label and connects to the jack labeled "Data" on the Remote 
Weather Module.  

If you still have a problem, contact WeatherBug technical support. 

WeatherBug Tracking Station Go!
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Why don't the numbers on the Digital Display match outdoor weather 
conditions? 
System power may have been interrupted, requiring the Digital Display to 
be reset. Disconnect then reconnect the power connector on the back of the 
display unit. Check that the date is correct and time is correct and 
advancing. If display values still seem incorrect, you may need to reset the 
entire system: 

Turn the Master Control Unit off. (The power switch is on the back of 
the unit at the right.)  
Reset the power to the display as outlined above. The green power 
light should be on and the battery low or fault indicator light should be 
off.  
Check that the data on the Digital Display is the same as that on the 
host computer monitor.  

 

 
 
Why is our Digital Display showing all zeroes, except for the time 
which appears as 12:00? 
The data cable between the Master Control Unit and your Digital Display is 
not connected properly, the cable termination is the wrong type, or that the 
Master Control Unit is not transmitting data correctly to the Digital Display. 
The data cables in AWS systems are standard crossover cables. If you 
think the cable is faulty, you can purchase a replacement from any local 
home center selling telephones and accessories or directly from AWS. If 
normal cable connections and system checks do not reveal the source of 
the problem, contact WeatherBug technical support for further instructions. 

 
 
How can we determine if our readings are accurate? 
Compare the data from the three WeatherBug sites closest to you to your 
data. There should only be a little variance. You can also get a reading from 
an official National Weather Service site at a nearby airport. 

If your readings are off, make sure all your cables are connected properly 
(the best way to do this is to make sure they match the connections in your 
manual). 

 
 
The data on our Digital Display is not updating, what do we do? 
Make sure that your Master Control Unit is turned on and that the battery 
low indicator is not active. Check that the data cable from the Master 
Control Unit to the back of the Digital Display is securely connected. 
Remove the power cables from the rear panel of the Master Control Unit 
and Digital Display units. Allow the display to blank out. Reconnect both 
power cables and check the data output again. 

 
 
What should we do if our Digital Display is flickering? 
You probably have a malfunctioning power adapter. Contact WeatherBug 
technical support to order a new adapter. 
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What do we do if one of the indicator segments or digits won't light? 
The indicator segment, the entire digit or the display driving circuitry is at 
fault and needs to be repaired by AWS. Contact WeatherBug Technical 
Support to make arrangements to have the Digital Display assembly 
returned for service. AWS will diagnose the entire display unit and upgrade 
it to the most current production configuration at no extra charge. 

 

 
 
Why is our Digital Display reading "No Signal"? 
Data from the Master Control Unit is not reaching the display unit. 

Check that all system components, particularly the Master Control Unit 
power, are functioning properly. If you're not sure, feel the power 
adapter case. It should be warm. If it feels overly hot, it may not be 
supplying sufficient or correct voltage to power the adapter and may 
need to be replaced.  
Check that you are using the correct cable to connect the Master 
Control Unit and the Digital Display (crossover wiring termination) and 
that it is securely connected at both ends.  
If the above items are correct, the problem could be the Master Control 
Unit. Test it by unplugging the display cable from the back of the 
Master Control Unit and inserting the Display Data Test Indicator. It 
should blink on and off continually. If it does not, the Master Control 
Unit requires service. Contact WeatherBug technical support for 
assistance.  

 
 
How can we tell if outdoor sensors are sending incorrect data? 
Problems may arise in one of your outdoor sensor instruments (outdoor 
temperature, relative humidity, light intensity, wind sensor and rain gauge), 
but rarely in all of them simultaneously. The only exception is if lightning 
strikes close enough to the sensors to cause a catastrophic failure. 

Examples of outdoor sensor trouble indicators are: 

Temperature: Readings of -45 or 150+ degrees  
Relative Humidity: Unchanging values of 5% or 100%, or erratic 
readings  
Wind Data: No recorded wind speed and/or change in wind direction  
Precipitation: No increase in daily precipitation  

You can fix some of these problems yourself. Other will require servicing by 
qualified technical personnel. Contact WeatherBug technical support to 
discuss your repair options. 
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What do we do if our modem is not answering?  
Can we use a different modem with our WeatherBug Tracking Station?  
How many lights should display on front of the modem?  
What if the computer attached to our WeatherBug Tracking Station has 
an internal modem?  
Can we use a faster modem to access other WeatherBug sites?  
Why can't we connect to other WeatherBug sites on the Internet?  

What do we do if our modem doesn't answer or is busy? 
Turn the modem's power off for 30 seconds and then turn it back on. The 
following lights should be lit on the front panel: 

AA, TR, MR and HS on older models  
AA, CS, TR and MR on newer models  

Using another phone line, dial your station's modem phone number. If you 
hear a high-pitched tone, contact WeatherBug technical support. 

If you don't hear a high-pitched tone, check if the fuse in your phone line 
surge protector has blown (follow the phone line from the back of your 
modem to find the surge protector). Unplug the phone line from the surge 
protector and plug it into the phone jack on the wall. Dial your modem 
number. If you hear a high-pitched tone, the fuse has blown and you need 
to purchase a new phone line surge protector. You can buy a multi-outlet 
power strip with a built-in phone line surge protector for about $15 at almost 
any discount or electronics store. 

If you don't hear a high-pitched tone, determine if the phone line is 
functioning properly. Plug a regular telephone into the wall phone jack that 
you use for the modem. Call the modem number from another phone and 
try using the line as a voice line. If the phone rings and you are able to 
speak with someone, your modem is probably defective. Contact 
WeatherBug technical support. 

If the phone does not ring, there is a problem with your modem access line. 
You need to contact your local telephone company. 

 

WeatherBug Tracking Station Go!

WeatherBug Achieve Go!

Page 1 of 3WeatherBug Achieve

4/28/2005http://www.weatherbugachieve.com/support/modem.asp



 
Can we use a different modem with our WeatherBug Tracking Station? 
No, you can only use modems provided by AWS. This keeps connection 
problems between modems to a minimum. Additionally, considering the 
small amount of data being transferred (maximum 64k), there is no need for 
a faster modem. 

 

 
 
How many lights should display on front of the modem? 
The following lights, if present, should be lit: 

AA - Auto Answer  
TR - Terminal Ready  
MR - Modem Ready  
HS - High Speed (not on all modems)  

If any of these lights is not on, turn your modem off for 30 seconds and then 
turn it back on (the switch is on the back). If the lights are still out, contact 
WeatherBug technical support. 

 
 
What if the computer attached to our WeatherBug Tracking Station 
has an internal modem? 
Many AirWatch systems come with an external modem to be used 
exclusively to send and receive weather data. If the computer connected to 
your AirWatch System has an internal modem used regularly (e.g., for 
dialing into an ISP), it should run on a separate COM port. We also 
recommended that the internal modem have its own phone line. Otherwise, 
incoming calls to your Weather Tracking Station will be blocked whenever 
the internal modem is used. If the internal modem is not used regularly, you 
can avoid many hardware configuration headaches by removing it from the 
computer. 

 
 
Can we use a faster modem to access other WeatherBug sites? 
Our system includes 2400 baud Modems manufactured by Zoom. To 
minimize connection problems, we ask that all customers use the modems 
we provide. If you need a new modem, contact AWS to order a 
replacement. There is no significant benefit in using a faster modem 
because of the small size of the data being transferred (maximum 64k). 

 
 
Why can't we connect to other WeatherBug sites on the Internet? 
First, make sure you are trying to connect to sites that are on the Internet. 
These sites are marked with a star. Double click on the station name and 
make sure Access Mode/Type is Internet or Direct Internet. 

If the site is on the Internet, and your attempt to connect keeps timing out or 
failing, consider the following: 

Does your network have a firewall or proxy server?  
Could the remote site have a firewall or proxy server? Try other sites 
and see if they work.  
Is your Internet connection down? Test this by using your web browser 
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to visit a site you've never been to before (to make sure you're not 
loading from the disk or proxy cache).  

If you believe you have a firewall or proxy server, see our Access FAQs. 
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For answers to questions about the WeatherBug cameras, complete our 
technical support form or contact a technical support representative at 1-
800-624-4205. 
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Can someone walk us through software installation on the phone?  
How do we get replacement disks?  
Why do we get an "8456" error message after installing AirWatch 4 or 
Weather Server, and how do we fix it?  
What is our IP address?  
Why are we having trouble installing AirWatch on Windows 98?  
Can we run AirWatch under Windows 3.1 or Windows for Workgroups?  
How many real-time displays can be opened simultaneously?  
Are there any special requirements for running PC Server and PC 
AirWatch on the same computer?  
We are getting a message under Windows NT that the computer is 
running low on virtual memory. What do we do?  

Can someone walk us through software installation on the phone? 
Technical support is available if you have problems setting up your 
software, not for walk-throughs. Our manuals thoroughly explain setup, and 
should be easy for you to follow. If you need replacement manuals, e-mail 
us at support@aws.com. 

 
 
How do we get replacement disks? 
If you are using software made since 1997, you can download a free 
replacement. Contact AWS, after we verify your software license, we will 
email you downloading instructions. 

If you are using software made prior to 1997, you cannot download 
replacements. All disk replacements cost $45, which covers shipping and 
production. You can upgrade to the most current version of our software for 
about $200. 

 
 
Why do we get an "8456" error message after installing AirWatch 4 or 
Weather Server, and how do we fix it? 
The 8456 error means that the software cannot find the IDAPI DLL files. 
The fastest way to fix it is: 

WeatherBug Tracking Station Go!
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Locate the IDAPI.DLL files (look in \Idapi or \AirWatch\Idapi). (If you 
are using WIN95/NT, search for "idapi*.*" This will list all the places 
where this file is found.)  
Open the WIN.INI file in the C:\Windows directory, and search down 
for the [IDAPI] section.  
Set the "DLLPATH" so that it points to the directory where the 
IDAPI.DLL files are located.  
Set the path for "CONFIGFILE01" to where the IDAPI.CFG file is 
located (usually in the same directory as the IDAPI.DLL files)  

 
 
What is our IP address? 
Your IP address is 67.242.159.14 

Every computer connected to the Internet has a unique identifier, called an 
IP address. On many networks, the IP address of a computer is always the 
same or static. On other networks, a random, or dynamic, IP address is 
assigned each time a computer connects to the network. If a system uses 
dynamic addressing, the IP can change quite often. 

To connect your AirWatch system to the Internet, you need to make sure 
your computer can accept incoming data from the Internet. Use the 
traceroute link below to see if your computer is behind a "firewall," which 
blocks outside network traffic. The screen will show all the "hops" across 
the internet to your computer. If the hops stop at an IP address other than 
that of your computer, it may be operating behind a firewall or proxy server. 

Web Traceroute 

If your network uses internal addresses, the IP address reported by your 
TCP/IP settings is not reachable from outside your network. Internal IP 
addresses begin with 10, 172, 173 and 192. 

 

 
 
Why are we having trouble installing AirWatch on Windows 98? 
Early versions of AirWatch were written with code specific to Windows 95 
and NT 4. Some users may experience errors during installation or use of 
these early versions under Windows 98, including General Protection Fault 
errors. If you already own AirWatch, you are entitled to a free upgrade. 
Contact technical support to learn how to download your upgrade, or to 
have disks sent to you. 

 
 
Can we run AirWatch under Windows 3.1 or Windows for 
Workgroups? 
No. Portions of AirWatch 4.x require a 32-bit operating system, such as 
Windows NT or 95. Using the Win32 add-on for Windows 3.x will not work. 

 
 
How many real-time displays can be opened simultaneously? 
That depends on the amount of memory you have installed on your system. 
Each real-time display uses two to four megabytes of memory, depending 
on the number of colors and resolution. Master screens and mini-screens 
require less memory than broadcast displays, which have many colors. 
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The following recommendations are based on the amount of memory you 
have in your system: 

16MB Ram - 3 Displays  
32MB Ram - 6 displays  
64 MB Ram - 10 displays  

 

 
 
Are there any special requirements for running PC Server and PC 
AirWatch on the same computer? 
When running both pieces of software on Windows NT, we recommend 
each application be setup to "Run in a separate memory space." Follow 
these steps: 

Note: Steps 1 and 2 will create shortcut icons for AirWatch 
(airwatch.exe) and the AWS Online Weather Server (gwxserv.exe). 
Skip to step 3 if your desktop already has both of these icons, which 
should be labeled (if one or both are missing, you will need to create 
the shortcuts): 

"AWS Online Weather Server" or "Shortcut to gwxserve.exe"  
"AirWatch" or "Shortcut to airwatch.exe"  

1. Create AirWatch and Server software shortcuts through Windows 
NT File Explorer. 
Go to the "Start" menu 
Select "Programs" and open Windows NT Explorer 
Select either "airwatch.exe" or "gwxserv.exe"  

2. Right click on the executable (.exe) file and select "Create Shortcut". 
This will create a file called "Shortcut to gwxserv.exe" or "Shortcut to 
airwatch.exe," depending on which executable you chose.  

3. Right click the shortcut file or icon, and select "Properties." A 
"Properties" dialog will be displayed.  

4. Click on the "Shortcut" tab and check "Run in separate memory 
space."  

You can now start AirWatch or AWS Weather Server by clicking on their 
icons. Each program will run in its own memory space, so there will be no 
conflicts between them. 

 
 
We are getting a message under Windows NT that the computer is 
running low on virtual memory. What do we do? 
First, create a shortcut to AirWatch on your desktop. Right click the shortcut 
and select "Properties." Under the "Shortcut" tab, check "Run in Separate 
Memory Space." 

If that doesn't work, you can increase your virtual memory (if you have 
plenty of hard drive space) by following these steps: 

1. Click the "Start" menu  
2. Select "Settings," and then "Control Panel"  
3. Double click the "System" icon. A system control panel dialog will be 

displayed.  
4. Click on the "Performance" tab  
5. Click the "Change" icon in the Virtual Memory group box  
6. Increase the value in the "Initial Size" edit box by 25  
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7. Set the number in the "Maximum Size" box so that it's equal to the 
"Initial Size"+50.  

8. Click the "Set" button to save the settings, and then click Okay  
9. Close all open dialog windows.  

10. Select "Yes" when you are asked to reboot your computer  
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Why can't we connect to other WeatherBug sites on the Internet?  
What is a firewall?  
What is a proxy server?  
Our school has a firewall/proxy server, can we still be an WeatherBug 
Online site?  
How do I setup Microsoft Proxy Server to work with the Weather Server 
software?  
How much bandwidth does the server program use?  
How do I setup Microsoft ISA Server to work with the Weather 
Streamer software?  

Why can't we connect to other WeatherBug sites on the Internet? 
First, make sure you are trying to connect to sites that are on the Internet. 
These sites are marked with a star. Double click on the station name and 
make sure Access Mode/Type is Internet or Direct Internet. 

If the site is on the Internet, and your attempt to connect keeps timing out or 
failing, consider the following: 

Does your network have a firewall or proxy server (see below)?  
Could the remote site have a firewall or proxy server? Try other sites 
and see if they work.  
Is your Internet connection down? Test this by using your web browser 
to visit a site you've never been to before (to make sure you're not 
loading from the disk or proxy cache).  

 
 
What is a firewall? 
A firewall is a computer between your workstation computer and the 
Internet. All Internet traffic from and to your school goes through the 
firewall. Firewalls are used to filter traffic, and prevent outsiders from 
infiltrating the network. They can also be used to limit network traffic coming 
from inside the school, restricting what a workstation can do on the Internet. 
You should ask your network administrator if you have a firewall. 

Click here to see how a firewall works. 

WeatherBug Tracking Station Go!
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What is a proxy server? 
A proxy server is a computer between your workstation computer and the 
Internet. When you request a web page, the proxy server receives and 
processes the request. After the web page is received from the Internet, the 
proxy server sends the file to your workstation computer. A proxy server 
can also act as a firewall, blocking incoming network requests from the 
Internet. You should ask your network administrator if you have a proxy 
server. 

Click here to see how a proxy works. 

 

 
 
Our school has a firewall/proxy server, can we still be a WeatherBug 
Online site? 
Yes, but in order for your weather data to be accessible from our real-time 
weather web page and AirWatch software in remote locations, your weather 
station PC or Mac must run our "weather server" program. This program 
constantly grabs current weather data from your Master Control Unit, or 
data logger, and stores hourly readings on your hard drive. When the server 
program receives an external request for current weather information, the 
"weather server" program sends a reply. Incoming/outgoing transmissions 
use TCP/IP protocol and are usually sent through port 95 (although any 
other port can be used if necessary). 

Security concerns surrounding this application are minimal, but we 
appreciate our schools' need to be overly cautious. Subsequently, we've 
developed a number of options to feed WeatherBug data through a firewall 
without compromising the security of the school's network, including: 

1. Opening up port 95 to all incoming traffic  
2. Opening up Port 95 to specific IP ranges (e.g., AWS and your local 

TV station)  
3. Opening up Port 95 to a specific list of IP addresses  

If you select a higher level option (with #3 being the highest), your network 
will be more secure but AirWatch's capabilities will be more limited. If you 
block all IP addresses except AWS, for example, the weather data available 
on your WeatherBug web page may be up to an hour old. 
The computer running the AirWatch server must also have a static Class C 
IP address. If you use address translation, make sure there is a class C 
address that AWS can use from outside your network to contact the 
computer. The computer must also be able to transmit data to the Internet, 
set your firewall to allow the server PC or Mac to transmit out. 

 
 
How do I setup Microsoft Proxy Server to work with the Weather 
Server software? 
The Weather Server program must run on the computer physically attached 
to the weather station. Usually, this is a computer behind the proxy server, 
which has been assigned an internal IP address (e.g., 10.10.45.3). You will 
need to set your proxy server to "listen" for weather data requests on behalf 
of the internal computer. One program that has been used successfully by 
several schools and AWS is Surrogate Socket, from Educational 
Technology, L.L.C. Though not tested by AWS, one of our customers has 
submitted an alternate, free method of configuring inbound 
communications. 
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Surrogate Socket Option (tested by AWS) 
Surrogate Socket is easy to configure. It runs as a Windows NT service on 
the MS Proxy Server computer. 

In the sample screen shot, the proxy server is located at 198.6.6.15 and is 
listening on port 95 for weather data requests. If one is received, it is 
passed to the LAN computer running weather server at 172.22.66.40 on 
port 95. In the last column, you can filter which IP requests to accept (e.g., 
only AWS and TV station requests). Since you can also choose the 
listening port on the proxy, you could select a very high address to further 
tighten security. A 30-day evaluation version is available. 

Click here to see what the Surrogate Socket looks like. 

Mapping the Internal Computer Entirely with Microsoft Proxy Server 
(untested) 
On the computer running Weather Server, create a file called wspcfg.ini in 
your gwxserv directory, containing the following: 

[GWXSERV] 
ServerBindTcpPorts=95 
Persistent=1 
KillOldSession=1 

Enable packet filtering on the proxy server and set it to dynamic. On your 
WinSock client, add a protocol definition to allow for both inbound and 
outbound transfers on port 95. 

Test Your Connection 
To test your connection, you need to telnet into your proxy server on port 95 
(or your custom port) from outside your network. You can use your home 
ISP account or a local university UNIX account to do this. After connecting, 
hit enter a few times and see if the word ERROR appears. If it does, you 
can confirm that the server is listening on port 95 and that you have routed 
yourself to the appropriate internal computer. 

 

 
 
How much bandwidth does the server program use? 
Hardly any. Our server program sends just a few lines of characters at a 
time. Requests originate from outside your network. No bandwidth is used 
unless someone outside wants to view your weather data. Usually, 
bandwidth does not exceed 5 kbps. 

 
 
How do I setup Microsoft ISA Server to work with the Weather 
Streamer software? 
Just follow these simple steps. 

1. Under Administrative Tools, click "ISA Management"  
2. In the "Policy Elements" directory, click the "Protocol Definitions" 

folder  
3. Create a new Protocol Definition called AWSOUT, using these 

parameters for the primary connection: 
Port number is 9500 
Protocol type is UDP 
Direction is Send. 
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(There is no secondary connection to set up.) 

Once you've completed these steps, contact WeatherBug Technical 
Support to check your station. If the Weather Streamer software is running 
correctly, it will immediately begin sending your live weather data to AWS. 
NOTE: Using the IP filtering features of Microsoft ISA Server will not work 
properly with the AWS Weather Streamer software. You must create a 
Protocol Definition like the one above. 
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1.0 PURPOSE AND APPLICABILITY

This standard operating procedure (SOP) describes the procedures for performing a field
audit of an Optec LPV-2 transmissometer operated according to IMPROVE Protocol.  The
primary purpose of the field audit is to assure quality data capture by:

•  Ensuring accurate on-site transmissometer readings by comparing to audit reference
transmissometer readings.

•  Ensuring accurate replacement transmissometer readings by comparing to audit
reference transmissometer readings.

•  Verifying the transmittance of the on-site transmissometer receiver and transmitter
windows.

This SOP serves as a guideline for the following:

•  Duties of the ARS project manager, ARS field specialist, and the field audit assistant

•  Necessary equipment, instrumentation, and materials

•  Pre-audit preparation (ARS and on-site)

•  Audit methods, procedures, documentation, and evaluation

2.0 RESPONSIBILITIES

Field audits are typically performed as part of annual routine servicing visits.  Refer to TI
4115-3000, Annual Site Visit Procedures for Optec LPV-2 Transmissometer Systems (IMPROVE
Protocol).

2.1 PROJECT MANAGER

The project manager shall:

•  Provide the ARS field specialist with calibration numbers for on-site, replacement, and
reference transmissometers.

•  Review all audit data to confirm correct system operation prior to the field specialist
leaving the site.

•  Direct appropriate corrective action if indicated by the audit results.

•  Review and approve any changes to audit procedures.
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2.2 FIELD SPECIALIST

The field specialist shall:

•  Schedule and coordinate the field audit and verify that the site operator will be available
to assist with the audit, or if the operator cannot assist with the audit, arrange for other
assistance.

•  Ensure that all instrumentation (and associated calibrations), equipment, materials, and
tools are properly prepared and fully functional.

•  Ensure that the audit assistant fully understands his/her tasks and is capable of
adequately performing them.

•  Perform all on-site procedures outlined in this SOP.

•  Document audit results on the appropriate form(s).

•  Forward the audit results to the project manager.

2.3 SITE OPERATOR OR AUDIT ASSISTANT

The site operator or audit assistant shall:

•  Be available for training with the field specialist during the audit.

•  Assist the field specialist during the field audit by performing all required tasks at the
transmitter station.

3.0 REQUIRED INSTRUMENTATION, TOOLS, EQUIPMENT, AND MATERIALS

Refer to TI 4115-3000, Annual Site Visit Procedures for Optec LPV-2 Transmissometer
Systems (IMPROVE Protocol) for general instrumentation, tools, equipment, and materials
required when performing servicing/testing tasks at transmissometer sites.  Specific
instrumentation, tools, equipment, and materials required for field audits are detailed in the
following subsections.

3.1 INSTRUMENTATION

•  Replacement transmissometer with calibrated lamps.  Typically, 9 of the 10 lamps
calibrated with an instrument accompany the instrument to the field site.  Refer to TI
4200-2100, Calibration of Optec LPV-2 Transmissometers (IMPROVE Protocol), for
information related to the designation of ARS and on-site reference lamps.

•  Audit transmissometer (without receiver computer) with calibrated lamps.  The
replacement transmissometer computer is used with the audit transmissometer.  Five



Number 4710
Revision 0.2
Date DEC 1997
Page 3 of 24

calibrated lamps (one traveling reference lamp, two audit lamps, and two spare lamps)
accompany the audit transmissometer.  Refer to TI 4200-2100, Calibration of Optec
LPV-2 Transmissometers (IMPROVE Protocol), for information regarding designation
of the audit lamps.

•  Campbell 21X datalogger programmed to log transmissometer receiver computer
outputs, with associated cable and connector.  Refer to Figure 3-1, Campbell 21X
datalogger program (transmissometer computer outputs).

•  Handheld Rotronics air temperature/relative humidity sensor.

•  Digital multimeter (DVM).  The audit assistant uses the field specialist's calibrated DVM
for lamp voltage measurements at the transmitter station.

3.2 TOOLS

On-site station/operator toolboxes should exist in both the transmissometer transmitter and
receiver shelters.  These toolboxes and on-site operational supplies should include all of the tools
necessary to perform an audit.  Specifically, the receiver station requires a 5/64” Allen hex wrench
or hex screwdriver for attachment and removal of the transmissometer detector head from the
receiver telescope.  The transmitter station requires a small, flat-head screwdriver for removal of
transmitter control box cover plate.

3.3 EQUIPMENT

•  Calculator

•  Two 2-way radios with spare batteries and charger

•  Documentation camera, preferably a 35 mm SLR with 35-135 zoom lens and color print
or slide film

3.4 MATERIALS

The following documentation forms and information sheets are needed for the audit:

•  On-Site Transmissometer Audit Form (Transmitter Station)

•  On-Site Transmissometer Audit Form - Documentation Sheet (Receiver Station)

•  On-Site Transmissometer Audit Form - Data Sheet (Receiver Station)

•  Operational calibration memos for on-site and replacement transmissometers

•  Audit calibration memo for the reference transmissometer

Refer to TI 4200-2100, Calibration of Optec LPV-2 Transmissometers (IMPROVE
Protocol), for information regarding the calibration memos.
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CAMPBELL 21X DATALOGGER PROGRAM
(TRANSMISSOMETER COMPUTER OUTPUT)

Program Description:         Standard On-Site Operation

Author: Date:

Instruct.

Location

Program

No.

Entry Description

     *4     01    1 Printer enable

    02    0               300 baud

     *5

    05    91 Year

    05 Julian Day

    05 Time

     *1

    01    1

    01    P2 Diff voltage

    01    3 Reps

    02    5 Range

    03    1 in chan

    04    1 Location

    05   2.0 Multiplier

    06  000 Offset

    02   P92 If time

    01    0 Min into

    02    1 Min interval

    03    10 Set output flag

    03  P77 Real time

    01   110 Day/hr/min

    04  P78 Resolution

    01    1 High res

    05  P70 Sample to output

    01    5 Reps

    02    1 Start in *6 location 1

    06  P10 Battery voltage

    01    4 Location 4

    07  P17 Panel temp

    01    5 Location 5

Figure 3-1.  Campbell 21X Datalogger Program (Transmissometer Computer Output).
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4.0     METHODS

The transmissometer field audit is typically performed as part of the annual transmissometer
servicing site visit.  Refer to TI 4115-3000, Annual Site Visit Procedures for Optec LPV-2
Transmissometer Systems (IMPROVE Protocol), for tasks and procedures that are performed
prior to the audit.

The primary tasks for the transmissometer field audit are:

•  Pre-audit instrument preparation and set-up (transmitter and receiver stations)

•  Pre-audit tasks and documentation

•  Audit procedures and documentation (transmitter and receiver stations)

This section includes five (5) major subsections:

4.1  Pre- On-Site Audit Preparation
4.2  Audit Assistance
4.3  Audit Procedures
4.4  Audit Evaluation
4.5  Audit Record Archival

4.1 PRE- ON-SITE AUDIT PREPARATION

Prior to travel to the site, the following preparations need to be made (for individual
responsibilities refer to Sections 2.1 - 2.3):

•  Schedule and coordinate with site personnel for assistance with the audit. 
Approximately 4-6 hours should be allotted.  It is advisable to also schedule an alternate
period on the following day for the audit, in the event of adverse weather or visibility
conditions.

•  Verify transmissometer calibration numbers and the lamp testing order.

•  Ensure preparedness of all instruments, equipment, tools, and materials.

4.2 AUDIT ASSISTANCE

The person who will assist with the audit should be contacted upon arrival at the site.  The
prearranged schedule for performing the audit should be confirmed at this time.  Weather
conditions and forecast should be considered to see if any change in scheduling is warranted.

It is assumed that the audit assistant (typically the site operator) has been trained in the
operation of the transmissometer system.  Specific tasks the audit assistant performs during the
audit are outlined in Section 4.3.3, Transmitter Station Audit Procedures and Documentation.
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4.3 AUDIT PROCEDURES

4.3.1 General Procedures

The transmissometer field audit is designed to verify accurate on-site and replacement
transmissometer measurements by comparing to measurements made with the audit reference
transmissometer.  The reference transmissometer is calibrated at the ARS test facility before and
after each field audit to ensure that the accuracy of the measurements has not been affected by
instrument handling and/or transport.

To reduce the amount of equipment shipped to and from a transmissometer site, the audit
transmissometer system is operated with the replacement transmissometer computer during the
audit.  Gain measurements are made on all instruments during instrument servicing at ARS. 
(Refer to TI 4110-3400, Annual Laboratory Maintenance Procedures for LPV-2
Transmissometer Systems (IMPROVE Protocol)).  These gain measurements are then
incorporated into the calculation of calibration numbers generated for the audit transmissometer. 
(Refer to TI 4200-2100, Calibration of Optec LPV-2 Transmissometers (IMPROVE Protocol)).

To ensure a quality audit, it is important that the audit is performed during a period of good
weather and stable conditions.  If the weather and/or conditions are not suitable, the audit should
be rescheduled.  The audit is comprised of a series of 10-minute readings with various lamps
calibrated with the on-site, audit, and replacement transmissometer units.  The sequence of
instruments and lamps is configured to provide the best possible intercomparison between
individual lamps calibrated with a transmissometer system and also between respective
transmissometer systems.

The transmissometer field audit also includes the window transmittance test, which verifies
the combined transmittance of the transmitter and receiver station windows.  This test is typically
incorporated into the end of the audit, but can be performed separately if necessary.  The window
transmittance test is comprised of three 10-minute reading segments, typically using the first
operational lamp of the installation transmissometer.  The first and last segments should be
performed with the receiver and transmitter windows installed.  The middle segment is performed
with both windows removed.  This allows determination of the window transmittance and also
provides an indication of stability of ambient conditions.

A complete audit (including window transmittance test) consists of 14 test segments,
performed in the order shown in Table 4-1, Standard Audit Order for On-Site and Replacement
Transmissometers.  This table specifies the transmissometer and lamp to be used for each test
segment; to summarize, the audit order is to use:

•  The on-site instrument with two lamps, beginning with the last operational lamp,
followed by the on-site reference lamp.

•  The reference instrument with two lamps.  If possible, use lamps that have been used in
previous audits.  This simplifies comparisons with other audits.
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Table 4-1

Standard Audit Order for On-Site and Replacement Transmissometers

   Segment #         Transmissometer          Lamp                              Comments                   

On-site #1    On-site Last Operational

Transmissometer #2    On-site On-site Reference

Audit #3    Audit Audit #1

#4    Audit Audit #2

#5    Replacement First Operational

#6    Replacement On-site Reference

Replacement #7    Replacement Last Operational

Transmissometer #8    Audit Audit #2

Audit #9    Audit Audit #1

#10    Replacement Last Operational

#11    Replacement On-site Reference

Window #12    Replacement First Operational Windows in Place

Transmittance #13    Replacement First Operational Windows Removed

Test #14    Replacement First Operational Windows in Place

Note: Receiver and transmitter windows are in place for the on-site and replacement transmissometer   

            portions of the audit.
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•  The replacement instrument with three lamps, beginning with the lamp that will be the
first operational one in the series.  The second lamp is the on-site reference and the third
is the last operational lamp in the series.

•  The reference instrument with the same two lamps used earlier, but in reverse order.

•  The installation instrument with the same three lamps used earlier, but in reverse order
with the last audited lamp remaining as the first operational lamp.

The window transmittance test portion of the audit can include the last 10-minute reading
of the intercomparison portion of the audit as the first segment of the transmittance test.

It is important that neither receiver nor transmitter telescope alignment is changed or
adjusted during the transmittance test.  Both alignments should be checked at the end of the test
to confirm that there was no change in alignment from the initial reading segment of the test.

Having used the last intercomparison reading as the first segment of the window
transmittance test, the remaining two segments are:

•  A 10-minute reading with both receiver and transmitter windows removed.

•  A 10-minute reading with both receiver and transmitter windows reinstalled.

Refer to Sections 4.3.3, Transmitter Station Audit Procedures and Documentation and
4.3.4, Receiver Station Audit Procedures and Documentation, for specific tasks and related
documentation at the transmitter and receiver stations during the audit.

4.3.2 Pre-Audit Instrument Preparation and Set-Up

Prior to the audit, the following preparatory tasks are performed at the transmitter station:

•  Inspect and clean the on-site, replacement, and audit transmitter telescope objective
lenses and the shelter window with alcohol and Kimwipes.  If the on-site transmitter
telescope has a condition that could have affected instrument readings for an extended
period of time (e.g. lens smear, cobweb in the telescope tube, etc.) audit the unit without
correction of the condition.  Instrument operation, prior to and after correction of the
condition, will be determined during the post-field calibration of the instrument at the
ARS test facility.  Refer to TI 4200-2100, Calibration of Optec LPV-2
Transmissometers.

•  Set-up the reference and replacement transmissometer transmitter units.  The telescopes,
control cables, and control boxes should be connected so that the assistant need only
change the power connections between control boxes and DVM connections between
lamp voltage measurement pigtails when switching between transmitter systems.
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•  Inspect, and if necessary, clean the on-site, replacement, and reference transmitter lamps.
 The lamp filaments should also be inspected to verify that they are intact.

•  Switch the on-site, replacement, and reference transmitter units to the continuous run
mode.  This is done by setting the integration timing switch to the 64-minute position
while the cycle timing switch remains in the 60-minute position.

•  Verify operation for the on-site, replacement, and reference transmitter systems, and the
voltmeter.

Prior to the audit, the following preparatory tasks are performed at the receiver station:

•  Inspect and clean the on-site, replacement, and audit receiver telescope lenses and the
shelter window.  If the on-site receiver telescope has a condition that could have affected
data for an extended period of time (e.g. lens smear, cobweb in the telescope tube, etc.)
audit the unit without correction of the condition.  Instrument operation, prior to and
after correction of the condition, will be determined during the post-field calibration of
the instrument at the ARS test facility.  Refer to TI 4200-2100, Calibration of Optec
LPV-2 Transmissometers.

•  Assemble the replacement and reference receiver detector heads and telescopes.

•  Set-up the replacement (reference) computer with established settings.  Refer to
Computer Settings, Section 4.3.4, Receiver Station Audit Procedures and
Documentation.

•  Connect the Campbell 21X datalogger to the output connector of the on-site receiver
computer.  During the audit the datalogger is connected to the computer in use.

•  Verify that all instrumentation is fully operational.

4.3.3 Transmitter Station Audit Procedures and Documentation

The audit assistant at the transmitter station performs the following tasks during the audit:

•  Operates the transmissometer transmitter units

•  Cleans, inspects, and changes lamps

•  Aligns the transmitter telescope

•  Switches transmitter units

•  Measures lamp voltages

•  Inspects, and if necessary, cleans the shelter window and transmitter projection lens
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•  Troubleshoots transmitter malfunctions

•  Operates the 2-way radio

•  Documents lamp voltages and lamp and instrument changes, in addition to any
miscellaneous events or conditions that might affect instrument operation and/or audit
results

The assistant changes lamps and switches instruments upon request of the field specialist at
the receiver station.  Upon completion of the request, the assistant verifies transmitter operation
and alignment and informs the field specialist at the receiver of the status.

Documentation of the assistant's actions are recorded on the On-Site Transmissometer
Audit Form (Transmitter Station) (Figure 4-1).  Tasks and documentation at the transmitter station
are completed as follows:

ARS FIELD Record the name of the ARS field specialist or person performing
SPECIALIST the audit.

AUDIT Record the name(s) of the audit assistant(s) at the transmitter
ASSISTANT station.

SITE Record the location name of the transmissometer installation.

DATE Record the current date (month, day, year).

TIME (ON/OFF) Record the times when a lamp is turned on and off.

LPV # Record the transmitter unit number the lamp is operated in.

LAMP Record the lamp number.

LAMP Record the lamp voltage from the voltmeter.  This should be done
VOLTAGE just prior to turning the instrument off when switching to another
 lamp or instrument.

WINDOWS Record whether the transmitter window was in or out for that
(IN/OUT) testing segment.  Typically the window is only removed during the
 window transmittance test.

COMMENTS Record any comments regarding weather conditions, instrument
malfunctions, etc. that might influence instrument operation and/or
readings during the audit.
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ON-SITE TRANSMISSOMETER AUDIT FORM
                 (TRANSMITTER STATION)

ARS FIELD SPECIALIST SITE

AUDIT ASSISTANT DATE

TIME
ON

TIME
OFF

LPV # LAMP # LAMP
VOLTAGE

WINDOWS
IN/OUT

COMMENTS (Weather/Visibility/Equipment/etc.):

xtraudt_xmtr.doc  (12/97)

Figure 4-1.  On-Site Transmissometer Audit Form (Transmitter Station).
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4.3.4 Receiver Station Audit Procedures and Documentation

The field specialist at the receiver station performs the following tasks during the audit:

•  Operates and switches the transmissometer receiver units

•  Operates the Campbell 21X datalogger

•  Inspects and if necessary, cleans the shelter window and the receiver telescope objective
lens

•  Aligns the receiver telescope

•  Operates the 2-way radio and communicates with the audit assistant regarding lamp and
instrument changes

•  Documents receiver settings, AT/RH measurements, bext estimates, documentation
photographs, ambient conditions (weather and visibility), and miscellaneous comments
related to the audit on the On-Site Transmissometer Audit Form - Documentation Sheet
(Receiver Station) (Figure 4-2)

•  Documents instrument and lamp changes, lamp voltages, calibration numbers,
transmissometer test data, and miscellaneous events or conditions that could affect the
audit data on the On-Site Transmissometer Audit Form - Data Sheet (Receiver Station)
(Figure 4-3)

Documentation of the field specialist’s actions are recorded on the On-Site
Transmissometer Audit Form - Documentation Sheet (Receiver Station) (refer to Figure 4-2). 
Tasks and documentation at the receiver station are competed as follows:

ARS FIELD Record the name of the ARS field specialist or person performing
SPECIALIST the audit.

AUDIT Record the name(s) of the person(s) assisting with the audit at the
ASSISTANT transmitter station.

SITE Record the location name of the transmissometer installation.

DATE Record the current date (month, day, year).

COMPUTER Record the following transmissometer computer-related information
SETTINGS for the on-site, replacement, and reference computers.  Refer to the on-site,
 replacement, and reference instrument calibration memos for the path, 
 gain, and lamp-specific calibration number settings.
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       ON-SITE TRANSMISSOMETER AUDIT FORM
        DOCUMENTATION SHEET  -  (RECEIVER STATION)

ARS FIELD SPECIALIST SITE
AUDIT ASSISTANT DATE

Computer Settings LPV # Gain Path Integration Cycle

On-Site Computer

Replacement Computer

Reference Computer

AT/RH Measurements Time AT RH

Audit Begin        :

Mid-Audit        :

Audit End        :

AT/RH Handheld Sensor MFR/Model/SN___________________________________

bext Estimate Time Bext Comments

Audit Begin          :

Audit End          :

Photo Documentation Time Direction(s) Lens Size (mm)

Audit Begin        :

       :

Audit End        :

       :

Weather and Visibility Conditions

Miscellaneous Comments

xtraudt_recvrdoc.doc  (12/97)

Figure 4-2.  On-Site Transmissometer Audit Form - Documentation Sheet (Receiver Station).



                               ON-SITE TRANSMISSOMETER AUDIT FORM - DATA SHEET

                                                                  (RECEIVER STATION)

ARS FIELD SPECIALIST SITE

AUDIT ASSISTANT DATE

UPDATE LPV LAMP LAMP CAL LPV DISPLAY CAMPBELL DISPLAY WINDOWS

TIME # # VOLTAGE # Raw Rdg bext Raw Rdg bext Std Dev IN/OUT

      :

      :

      :

      :

      :

      :

      :

      :

      :

      :

      :

      :

Comments (Weather/Visibility/Equipment/Etc.):
xtraudt_recvrdatadoc  (12/97)
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LPV # Record the number of the computer.  The
 replacement computer is typically used as
 the reference instrument computer.

GAIN Record the gain setting.  Note that since the
 replacement computer is used with the
 reference instrument, the gain used might
 vary from one instrument system to the next.

PATH Record the path length dialed in the
computer.

INTEGRATION Record the time to which the computer
integration switch is set; 10-minute
integrations are standard during audits.

CYCLE Record the cycle-switch setting.  The
standard audit setting is “C” (continuous).

CALIBRATION Note:  The calibration number is recorded on the On-Site
(CAL) NUMBER Transmissometer  Audit  Form  -  Data  Sheet  (Receiver  Station). 
 Refer to Figure 4-3.  The calibration number is instrument- and
 transmitter lamp-specific and will be changed for each audit
 segment.

AT/RH Record the time of measurement, and the air temperature (AT) and
MEASUREMENTS relative humidity (RH) measurements made with the handheld
 AT/RH sensor.  These measurements are made at the beginning,
 middle, and end of the audit.  Also record the manufacturer (MFR),
 model, and serial number (SN) of the handheld AT/RH sensor.

bext Record the bext estimate and time it was made at the beginning and
ESTIMATE end of the audit.  Also comment on any conditions or factors that
 pertain to this estimate.

PHOTO Record the time, direction(s), and lens used (e.g., 50mm, 135mm)
DOCUMENTATION for the photographs taken to document visibility conditions.  These
 photographs are taken at the beginning and end of the audit and
 should be of the longest vistas possible, with at least one including
 all or a portion of the site path.

WEATHER AND Describe the weather and visibility conditions and any changes that
VISIBILITY occur during the audit.
CONDITIONS

MISCELLANEOUS Record any miscellaneous information that is relevant to the audit.
COMMENTS
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Performance of tasks and documentation of data and audit segment information during the
audit is done using the On-Site Transmissometer Audit Form - Data Sheet (Receiver Station). 
Refer to Figure 4-3.  Information is documented on the form as follows:

ARS FIELD Record the name of the ARS field specialist or person performing
SPECIALIST the audit.

AUDIT Record the name(s) of the person(s) assisting with the audit at the
ASSISTANT transmitter station.

SITE Record the location name of the transmissometer installation.

DATE Record the current date (month, day, year).

For each 10-minute audit segment, document the following information:

UPDATE Record the local time when the receiver computer updates with the
TIME 10-minute averaged reading.

LPV # Record the number of the transmissometer system used during the
 audit segment.

LAMP # Record the number of the transmitter lamp used.

LAMP VOLTAGE Record the transmitter lamp voltage reported by the audit assistant.

CAL # Record the calibration number used for the audit segment.

LPV DISPLAY Record the instrument raw reading and the calculated bext from the
computer display.  (A1 switch set to C and B, respectively).

CAMPBELL Record the instrument raw reading, the calculated bext, and the
DISPLAY standard deviation from the Campbell 21X datalogger.  The raw
 reading or bext value (dependent on A1 switch setting) is displayed
 on the Campbell datalogger in the *6-mode, Input Storage Location
 1.  The standard deviation (SD) is displayed in the *6-mode, Input
 Storage Location 2.

WINDOWS Record whether the receiver window was in or out for the testing
IN/OUT segment.  Typically the window is only removed during the window
 transmittance test, when the transmitter window is also removed.

COMMENTS Record any comments regarding events, conditions, instrument
operation, etc. that could affect the audit.

Refer to Figures 4-4, 4-5, and 4-6 for examples of completed transmitter and receiver
station audit forms.
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Figure 4-4.  Completed Example of On-Site Transmissometer Audit Form (Transmitter Station).
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Figure 4-5.  Completed Example of On-Site Transmissometer Audit Form -
              Documentation Sheet (Receiver Station).
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Figure 4-6.  Completed Example of On-Site Transmissometer Audit Form -
             Data Sheet (Receiver Station).
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If the standard deviation (SD) for an audit segment is 10 or more, that segment should be
repeated.  If the second segment also has a high standard deviation, another lamp from the series
should be used instead.  Continued high standard deviations indicate an instrument malfunction or
unacceptable testing conditions.  If the malfunction cannot be quickly resolved or conditions do
not stabilize, the audit should be terminated and rescheduled.

4.4 AUDIT EVALUATION

Upon completion of the field audit, the following forms are faxed to the project manager
for review:

•  On-site Transmissometer Audit Form (Transmitter Station)

•  On-site Transmissometer Audit Form - Documentation Sheet (Receiver Station)

•  On-site Transmissometer Audit Form - Data Sheet (Receiver Station)

Evaluation of the field audit results includes:

•  Reviewing the receiver station documentation sheet.

•  Reviewing the transmitter station audit form.

•  Entering specific audit data from receiver station data sheet into the Audit Evaluation
Worksheet.

•  Entering accumulated operational hours for lamps audited with the on-site
transmissometer into the Audit Evaluation Worksheet.

•  Analyzing instrument and lamp comparison data and statistics from the Audit Evaluation
Worksheet.

•  Informing the field specialist of the audit results including the need to repeat all or part
of the field audit.

Subsections 4.4.1 through 4.4.4 provide detailed descriptions of the procedures for evaluating
field audit results.

4.4.1 Review of Receiver Station Documentation Sheet

Project manager review of the receiver station documentation sheet is to ensure that the
documentation is complete and provides a thorough assessment of on-site conditions during the
audit.
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4.4.2 Review of Transmitter Station Audit Form

Review of the transmitter station audit form includes:

•  Verifying that the instrument number and lamp number recorded for each audit segment
matches the corresponding instrument and lamp numbers recorded on the receiver
station data sheet.

•  Comparing the lamp voltages measured during the individual audit segments with
corresponding lamp voltages measured during instrument servicing and calibration. 
Lamp voltages recorded during the audit are added to the Transmissometer Lamp
Voltage Measurements Log (Refer to TI 4110-3400, Annual Laboratory Maintenance
Procedures for LPV-2 Transmissometers (IMPROVE Protocol)).

Lamp voltage measurements for individual lamps used with the audit instrument and
replacement instrument may vary (minimum to maximum) over a range of fifty (50) millivolts. 
Due to lamp brightening (Refer to TI 4200-2100, Calibration of Optec LPV-2
Transmissometers), lamp voltages for operational lamps used by the on-site instrument will
exhibit much larger (300-500 millivolt) variations from the instrument servicing and calibration
measurements.

4.4.3 Data Entry of Audit Evaluation Worksheet

The computer-based Audit Evaluation Worksheet (Figure 4-7) is used by the project
manager to calculate statistical parameters that indicate the quality of the audit and identify
instrument or lamp inconsistencies.

For each audit segment, the lamp number (LAMP#), calibration number (CAL#), receiver
raw reading (RAW RDG), and standard deviation (STD DEV) are entered into the worksheet
from the receiver station data sheet.  LAMP# and CAL# are entered directly as recorded on the
receiver station data sheet.  RAW RDG and STD DEV are taken from the Campbell datalogger
display data and must be divided by 10 and rounded off to one decimal place (e.g., a raw reading
of 6365.2 is entered on the worksheet as 636.5).  The on-site instrument section of the worksheet
includes an entry for lamp hours.  Since the operational lamps for this instrument will have
accumulated approximately 400 "on" hours (typical operational period of two months), the raw
readings must be corrected for lamp brightening (Refer to TI 4400-5000, Transmissometer Data
Reduction and Validation (IMPROVE Protocol)).  For operational lamps, the value to be entered
for LAMP HOURS is obtained from the lamp change records maintained by the ARS Data
Collection Center (Refer to TI 4300-4023, Transmissometer Daily Compilation and Review of
DCP-Collected Data (IMPROVE Protocol)).  When the on-site reference lamp is being audited,
the LAMP HOURS entry should be zero (0).

After the required data are entered into the worksheet, the parameters used to evaluate the
audit are automatically calculated for each audit segment by the worksheet.  These parameters are
defined as follows:
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AUDIT EVALUATION WORKSHEET
LPV-2 TRANSMISSOMETER

GRBA - 11/18/93

AUDIT BLOCK #1 ON SITE TRANSMISSOMETER LPV# 005
LAMP  MEAN

LAMP# CAL# HOURS RAW RDG STD DEV T(meas) T(corr) SD/MEAN
 668 737  544  681.3   5.2  0.924  0.886  0.76%
 713 724  537  658.1   7.6  0.909  0.871  1.15%

 0.878  0.96%

AUDIT BLOCK #2 AUDIT TRANSMISSOMETER LPV# 006
 MEAN

LAMP# CAL# RAW RDG STD DEV T(meas) SD/MEAN
 838 918  845.7   8.2  0.921  0.97%
 713 724  839.6   4.6  0.910  0.55%

 0.915  0.76%

AUDIT BLOCK #3 REPLACEMENT TRANSMISSOMETER LPV# 020
 MEAN

LAMP# CAL# RAW RDG STD DEV T(meas) SD/MEAN
1011 852  806.6   4.5  0.947  0.56%
1007 837  788.7   6.0  0.942  0.76%
1015 843  785.1   6.0  0.931  0.76%

 0.940  0.69%

AUDIT BLOCK #4 AUDIT TRANSMISSOMETER LPV# 006
 MEAN

LAMP# CAL# RAW RDG STD DEV T(meas) SD/MEAN
 839 923  845.9   3.9  0.916  0.46%
 838 918  844.4   5.0  0.920  0.59%

 0.918  0.53%

AUDIT BLOCK #5 REPLACEMENT TRANSMISSOMETER LPV# 020

 MEAN
LAMP# CAL# RAW RDG STD DEV T(meas) SD/MEAN
1015 843  777.3   3.6  0.922  0.46%
1011 852  793.9   4.3  0.932  0.54%
1007 837  780.5   4.5  0.932  0.58%

 0.929  0.53%
AUDIT BLOCK COMPARISONS

 MEAN
MEAN T (meas) COMPARISON OFFSET

Block #3 - Block #2 2.62%
Block #3 - Block #4 2.34%
Block #5 - Block #4 1.15%

Figure 4-7.  Example Audit Evaluation Worksheet.
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•  T(meas) - The atmospheric transmittance over the sight path.  This is the ratio of the
ten-minute mean raw reading (RAW RDG) to the calibration number (CAL#).

•  T(corr) - This is T(meas) for on-site instrument lamps adjusted for lamp brightening
(Refer to TI 4400-5000).

•  SD/MEAN - This parameter is the ratio (expressed as a percent) of the standard
deviation (STD DEV) to the mean raw reading (RAW RDG) and indicates the stability of
sight path transmittance during the 10-minute audit segment.

A mean T(meas) value is calculated for each audit block.  Replacement transmissometer audit
blocks are compared to adjacent Audit transmissometer audit blocks to determine a mean offset in
T(meas).

4.4.4 Evaluation of Audit Results

Procedures for evaluating transmissometer field audit results are currently being developed.
 Over the past two years, over 30 field audits of LPV-2 transmissometers have been conducted. 
Data from these audits are being entered into an Audit Results Database.  Audit results statistics
will be used to define error limits for comparison of path transmittance measurements obtained
with an instrument being audited to path transmittance measurements obtained with an audit
instrument.

Lamps used operationally with transmissometers being removed from the field (on-site
instruments) typically have accumulated 400 to 600 hours of "on" time.  This accumulated
operating time results in a shift in lamp brightness as described in TI 4400-5000.  Audit data for
lamps used in the field are corrected for lamp brightening following the procedures outlined in the
previously referenced TI.  Three sets of audit results statistics will be created as follows:

•  One set of audit result statistics is generated for audit instrument and on-site instrument
comparisons applying the standard lamp brightening correction factor.  This data set is
used only as an early indication of the quality of the data collected during the operational
period for the on-site transmissometer.

•  Operational instruments are post-calibrated after removal from a field site (Refer to TI
4200-2100, Calibration of Optec LPV-2 Transmissometer).  On-site instrument audit
data will be corrected using post-calibration lamp brightening factors.  The second set of
audit result statistics is generated using these data.  This data set is incorporated into
ongoing analyses of lamp brightening effects on data quality.

•  The third set of audit results statistics is based on measurement comparisons between the
replacement transmissometer and the audit transmissometer.  Because replacement
instrument lamps are calibrated prior to installing the instrument at a field site (see TI
4200-2100), the lamps have not accumulated any "on" time prior to the audit and lamp
brightening is not a factor.  These statistics will be used to define error limits for
acceptance of replacement instrument audits.
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As additional field audits are conducted, the audit results will be added to the database,
allowing a more accurate description of the error limits.  

4.5 AUDIT RECORD ARCHIVAL

Upon completion of the audit review, the project manager transfers all field audit records
and documentation to site-specific operations notebooks located in the ARS Data Collection
Center.  Specific field audit documentation archived includes:

•  On-site Transmissometer Audit Form (Transmitter Station)

•  On-site Transmissometer Audit Form - Documentation Sheet (Receiver Station)

•  On-site Transmissometer Audit Form - Data Sheet (Receiver Station)

•  Audit Evaluation Worksheet
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1.0 PURPOSE AND APPLICABILITY

This standard operating procedure (SOP) outlines collection of optical visibility monitoring
data from sites operated according to IMPROVE Protocol.  Optical monitoring sites include
those equipped with an Optec LPV transmissometer and/or Optec NGN nephelometer.

The IMPROVE Program has partitioned visibility-related characteristics and measurements
into three groups: optical, scene, and aerosol.  This SOP pertains to the optical group and
encompasses the following:

• Optical properties pertaining to the ability of the atmosphere to scatter or absorb light
passing through it

• Physical properties of the atmosphere described by the atmospheric extinction coefficient
(bext), absorption coefficient (babs), scattering coefficient (bscat), and scattering phase
function, an angular dependence of the scattering

• Optical characteristics integrating the effects of atmospheric aerosols and gases

• Optical extinction measurements made with transmissometers

• Optical scattering measurements made with nephelometers

Data are generally logged on-site by one of four data logging approaches:

• Satellite data collection platforms (DCPs) (Handar 540/570 or Synergetics)

• Campbell Scientific 21XL dataloggers

• Telephone modems

• Primeline strip chart recorders

This SOP serves as a guide to assure high quality data collection from transmissometer and
nephelometer stations operated according to IMPROVE Protocol by:

• Assuring complete, error-free data downloads from Wallops Island or directly from the
individual stations via telephone modem.

• Assuring complete, error-free data downloads from sites with Campbell Scientific data
storage modules.

• Reducing data from strip chart recorders at transmissometer sites.

• Processing data to reformat raw, downloaded data to Level-A validation.

• Reviewing data and examining error files for details regarding monitoring system
performance, datalogger problems, or data acquisition problems.

Because most stations are remote, daily data review is critical to the identification and
resolution of field problems.
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At sites with a DCP or Campbell Scientific datalogger and telephone modem, data are
collected daily.  At sites with a Campbell Scientific datalogger and storage module, or at sites
where back-up strip chart recorders must be used, data are collected at approximately two-week
intervals.

Separate technical instructions (TIs) are developed for the following cases:

• TI 4300-4000 Data Collection via DCP (IMPROVE Protocol)

• TI 4300-4002 Nephelometer Data Collection via Telephone Modem (IMPROVE
Protocol)

• TI 4300-4004 Nephelometer Data Compilation and Review of DCP-Collected
Data (IMPROVE Protocol)

• TI 4300-4006 Nephelometer Data Collection via Campbell Scientific Data
Storage Module (IMPROVE Protocol)

• TI 4300-4023 Transmissometer Daily Compilation and Review of DCP-Collected
Data (IMPROVE Protocol)

• TI 4300-4025 Transmissometer Data Collection via Strip Chart Recorder

2.0 RESPONSIBILITIES

2.1 PROJECT MANAGER

The project manager shall:

• Review data collection procedures with the data coordinator to identify and correct
problems.

• Review editing of instrument constants files with the data coordinator.

• Coordinate with the NESDIS for allocation of DCP assignments.

2.2 DATA COORDINATOR

The data coordinator shall:

• Update all constants files pertaining to data collection and review with the project
manager.

• Set up and initiate the automatic data collection program(s).

• Check the status of the automatic data collection and review data daily to assure the
integrity of the monitoring systems and to achieve complete, error-free data collection.

• Perform periodic data collection via data storage module or strip chart reduction for
sites without DCP or modem communication.
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• Provide technical support to the site operator via telephone.

• Enter any information relating to the collection of the data and operation of the specific
monitoring system into the site-specific Quality Assurance Database.

• Review Level-A files with the project manager to identify instrument problems.

• Ship supplies, tools, and replacement instrumentation to the site operator.

• Digitize and convert strip chart recorder data into transmissometer format.

2.3 FIELD SPECIALIST

The field specialist shall:

• Train the site operator in strip chart recorder operation and maintenance.

• Provide technical support to the site operator via telephone.

2.4 SITE OPERATOR

The site operator shall:

• Operate and maintain strip chart recorders.

• Document strip chart recorder operation.

• Report instrument collection inconsistencies to the data coordinator or field specialist.

3.0 REQUIRED EQUIPMENT AND MATERIALS

All data collection occurs on IBM-PC compatible systems.  Refer to the individual TIs for
the monitoring system-specific computer system requirements.  Required computer system
components are as follows:

• IBM-PC compatible 386/486 computer system with VGA and 80 megabyte hard disk

• Internal or external Hayes compatible modem configured for COM port #2

• Microsoft Windows 3.0/3.1

• Software for collection DCP data via Wallops Island

• Software for processing of optical data collected via DCP

• Software for telephone modem collection

• Campbell Scientific software for processing optical data:

-  TELCOM Version 1.0 or later
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-  SPLIT Version 1.0 or later

-  SMCOM Version 1.0 or later

-  TERM Version 1.0 or later

• Campbell Scientific SC532 storage module interface

• NGN_PULL software Version 3.0 or later (ARS)

• Jandel Scientific Sigma Scan software for digitizing strip charts

• Jandel Scientific digitizing table

Information on the Campbell Scientific software is detailed in the Campbell Scientific
PC208 Datalogger Support Software Instruction Manual.

4.0 METHODS

This section includes two (2) major subsections:

4.1  Optical Monitoring Station Configurations
4.2  Collection of Optical Monitoring Data

These subsections describe the station configurations and data collection methods for each
configuration.  Collection of optical monitoring data is dependent on the configuration of
individual sites. Transmissometer and nephelometer sites are generally configured differently.

4.1 OPTICAL MONITORING STATION CONFIGURATIONS

Optical monitoring stations are configured based on the following:

• Transmissometer stations are generally configured with a DCP and strip chart recorder.

• Nephelometer stations are generally configured with a Campbell Scientific datalogger,
telephone modem, storage module, or optionally, a DCP.

4.1.1 Transmissometer Stations

Transmissometers measure the ability of the atmosphere to transmit light.  These measured
light transmission properties can be represented in terms of the atmospheric extinction coefficient
(bext).

IMPROVE transmissometer sites generally include:

• A transmitter station with shelter, transmitter telescope, transmitter control box, and
battery-backed power supply.

• A receiver station with shelter, receiver telescope, receiver computer, battery-backed
power supply.
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• A data collection platform (DCP).

• An optional strip chart recorder.

• A collocated air temperature and relative humidity sensor (naturally aspirated).

• A solar powered operation (at some sites).

The following data are collected via DCP from transmissometer sites operated according to
IMPROVE Protocol:

• Ten-minute average raw transmissometer transmission values that are later converted to
atmospheric extinction coefficient.

• Standard deviation of the 10 one-minute raw transmission values that make up the
10-minute average transmission value.

• Hourly, single reading ambient air temperature and relative humidity.

Strip charts serve as the backup logger at transmissometer sites.  Strip charts are only used
in the event of DCP failure.  The strip chart recorder from transmissometer sites operated
according to IMPROVE Protocol collects 10-minute average raw transmissometer transmission
values that are later converted to atmospheric extinction coefficient.

4.1.2 Nephelometer Stations

Nephelometers measure the ability of the atmosphere to scatter light.  These measured light
scattering properties can be represented in terms of the atmospheric scattering coefficient (bscat).

IMPROVE nephelometer sites generally include:

• An NGN-2 nephelometer mounted on a three-meter tower along with datalogger and
power supply support system.

• A Campbell Scientific 21XL datalogger.

• A Campbell Scientific storage module.

• An optional telephone modem.

• An optional DCP.

• A collocated air temperature and relative humidity sensor (force aspirated).

• A solar powered operation (at some sites).

The following data are collected via telephone modem and storage module from
nephelometer sites operated according to IMPROVE protocol:

• Five-minute nephelometer serial data stream
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• Five-minute nephelometer analog channels A1 and A2

• Five-minute ambient air temperature and relative humidity

• Hourly codes summarizing the past hour's operation of the nephelometer and support
system.

The following data are collected via DCP from nephelometer sites operated according to
IMPROVE Protocol:

• Ten-minute nephelometer analog channels A1 and A2

• Hourly codes summarizing the past hour's operation of the nephelometer and support
system.

• Last clean air and span calibrations

• Hourly, single-reading ambient air temperature and relative humidity

4.2 COLLECTION OF OPTICAL MONITORING DATA

The method used to collect optical monitoring data depends on the type of site
(transmissometer or nephelometer) and the site-specific configuration (telephone modem, storage
module, DCP or strip chart).  The following subsections describe data collection procedures for
the above listed station configurations.

4.2.1 Collection of Transmissometer Data via DCP

Specific transmissometer data collection procedures are detailed in TI 4300-4000, Data
Collection via DCP (IMPROVE Protocol).  Collection of transmissometer data via DCP includes:

• Updating the current list of sites in the site information file.

• Updating the next time to download data in the Wallops information file.

• Configuring the computer used for automatic data acquisition that downloads the data
from Wallops the following day.

• Reviewing all downloaded data file for communication errors or indications of
monitoring, logging and data collection problems.

• Initiating data collection programs if automatic data collection failed.

• Executing the STRIP_T program which removes invalid characters and reformats the
raw file.

• Executing the APPEND_T program to add the raw data to site-specific Level-A files.

• Resolving identified system inconsistencies according to TI 4110-3300, Troubleshooting
and Emergency Maintenance Procedures for Optec LPV-2 Transmissometer Systems
(IMPROVE Protocol).



Number 4300
Revision 0.1
Date JUN 1996
Page 7 of 9

4.2.2 Collection of Transmissometer Data via Strip Chart Recorder

Strip chart recorder data are only used as a backup logging method at sites where DCP
system failures occur, and are only used until the malfunctioning DCP can be repaired or replaced.
 Specific procedures are detailed in TI 4300-4025, Transmissometer Data Collection via Strip
Chart Recorder.  Collection of transmissometer data via strip chart recorder includes the
following:

• Obtaining strip charts.

• Digitizing the strip chart trace.

• Scaling the digitized values to yield raw transmission values.

• Transferring raw transmission data from the strip chart file into the site-specific Level-A
file.

• Changing the validity code in the site-specific Level-A file to reflect the use of an
alternate datalogger.

4.2.3 Collection of Nephelometer Data via Telephone Modem

Collection of nephelometer data via telephone modem from sites configured with a
Campbell Scientific datalogger is handled by the NGN_PULL software.  Specific procedures are
detailed in TI 4300-4002, Nephelometer Data Collection via Telephone Modem (IMPROVE
Protocol).  Collection of nephelometer data via modem includes the following:

• Updating the current list of sites.

• Updating the next time to download data.

• Initiating the automatic download timer.

• Polling each telephone modem station daily using the Campbell Scientific TELCOM
program for all data since the last download.

• Dividing each downloaded data file into three parts using the Campbell Scientific SPLIT
program:

- Nephelometer serial data, ambient temperature, and relative humidity

- Nephelometer analog data, ambient temperature, and relative humidity

- Hourly nephelometer status code and support system status code

• Reformatting and appending each site's nephelometer serial data to site-specific Level-A
plottable data files.

• Creating a daily nephelometer log file that contains a summary of the performance of all
of the sites downloaded.
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• Resolving identified system inconsistencies according to TI 4100-3100, Routine Site
Operator Maintenance Procedures for Optec NGN-2 Nephelometer Systems
(IMPROVE Protocol).

4.2.4 Collection of Nephelometer Data via DCP

Collection of nephelometer data via DCP is handled by the NGN_PULL software.  Specific
procedures are detailed in TI 4300-4004, Nephelometer Data Compilation and Review of DCP-
Collected Data (IMPROVE Protocol).  Collection of nephelometer data via DCP includes the
following:

• Updating the current list of sites.

• Extracting each site's data from the stripped daily download file into site-specific daily
data files compatible with data obtained via telephone modem.

• Dividing each reformatted data file into three parts using the Campbell Scientific SPLIT
program:

- Nephelometer analog data, ambient temperature, and relative humidity

- Hourly nephelometer status code and support system status code

• Reformatting and appending each site's nephelometer analog data to site-specific Level-
A plottable data files.

• Creating a daily nephelometer log file that contains a summary of the performance of all
of the sites downloaded.

• Resolving identified system inconsistencies according to TI 4100-3100, Routine Site
Operator Maintenance Procedures for Optec NGN-2 Nephelometer Systems
(IMPROVE Protocol).

4.2.5 Collection of Nephelometer Data via Campbell Scientific Storage Module

Collection of nephelometer data via Campbell Scientific storage module is handled by the
NGN_PULL software.  Specific procedures are detailed in TI 4300-4006, Nephelometer Data
Collection via Campbell Scientific Data Storage Module (IMPROVE Protocol).  Collection of
nephelometer data via storage module includes the following:

• Updating the current list of sites.

• Downloading data from the storage module using the Campbell Scientific SMCOM
program into site-specific files compatible with data obtained via telephone modem.

• Dividing each downloaded data file into three parts using the Campbell Scientific SPLIT
program:

- Nephelometer serial data, ambient temperature, and relative humidity

- Nephelometer analog data, ambient temperature, and relative humidity

- Hourly nephelometer status code and support system status code
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• Reformatting and appending each site's nephelometer serial data to site-specific plottable
data files.

• Creating a nephelometer log file that contains a summary of the performance of all of the
sites downloaded.

• Resolving identified system inconsistencies according to TI 4100-3100.

5.0 REFERENCES

Campbell Scientific, Inc., 1989, Campbell Scientific PC208 Datalogger Support Software
          Instruction Manual, February.
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1.0 PURPOSE AND APPLICABILITY

This technical instruction (TI) describes the collection of data logged by data collection
platforms (DCPs) at transmissometer, nephelometer, and meteorological sites operated according
to IMPROVE Protocol.  The purpose of this TI is to assure quality data capture and minimize
data loss by:

• Monitoring DCP operating parameters, including: transmission time, DCP battery
voltage, signal strength, and transmission frequency deviation.

• Identifying and resolving problems affecting transmissometer and nephelometer systems,
meteorological sensors, data acquisition and control systems, and support equipment.

This TI, as referenced from Standard Operating Procedure (SOP) 4300, Collection of
Optical Monitoring Data (IMPROVE Protocol), specifically describes:

• General information about data collection via DCP and data acquisition via the National
Environmental Satellite Data and Information Service (NESDIS) downlink facility in
Camp Springs, Maryland, via the satellite downlink station at Wallops Island, Virginia.

• Automatic and manual data acquisition procedures.

• Daily data handling of DCP data.

• Verification of DCP transmission parameters.

• Procedures for updating the NESDIS Platform Description Tables (PDTs).

Troubleshooting procedures for DCPs are described in TI 4110-3300, Troubleshooting and
Emergency Maintenance Procedures for Optec LPV-2 Transmissometer Systems (IMPROVE
Protocol).

2.0 RESPONSIBILITIES

2.1 PROJECT MANAGER

The project manager shall:

• Coordinate with NESDIS for the allocation of DCP assignments for data collection.

• Review data acquired via DCP to detect and resolve problems.

2.2 DATA COORDINATOR

The data coordinator shall:

• Verify that automatic data collection via DCP is successful and perform manual data
collection if unsuccessful.

• Review DCP-transmitted data to determine if the DCP and monitoring equipment are
functioning properly.
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• Provide technical support to the site operator via telephone to assure high quality data
capture from the DCP and monitoring equipment.

• Update NESDIS DCP platform description tables (PDTs) via telephone modem.

3.0 REQUIRED EQUIPMENT AND MATERIALS

Equipment and materials generally required for data collection via DCP includes the
following:

• IBM-PC compatible 386/486 computer system with VGA and 80 megabyte hard disk

• Internal or external Hayes compatible modem configured for COM port #2

• Crosstalk-4 PC communications software

• WALLOPS4 PC interface software (ARS)

• User Interface Manual (UIM) for the Data Collection System Automatic Processing
System (DAPS), Version 1.1

• Wallops Island log book

• Julian calendar

• Plain ASCII text editor such as WordStar

4.0 METHODS

This section includes six (6) major subsections:

4.1  General Information
4.2  Automatic Data Collection
4.3  Manual Data Collection
4.4  DCP Transmission Quality Check
4.5  Daily DCP Data Handling
4.6  Updating NESDIS Platform Description Tables (PDTs)

4.1 GENERAL INFORMATION

Data logged on data collection platforms (DCPs) are processed by several entities before
being available for downloading via modem.  Monitoring stations with DCPs undergo the
following data downloading sequence:

• The DCP logs transmissometer, nephelometer, and/or meteorological data at pre-
programmed intervals.

• At three-hour intervals, the DCP transmits the past three hours' data and its internal
battery voltage to the GOES satellite.
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• The GOES satellite retransmits the data to the NOAA/NESDIS downlink facility at
Wallops Island, Virginia.

• The data are made available via the dissemination facility at Camp Springs, Maryland.

• The data are downloaded via telephone modem to ARS.

4.1.1 GOES Satellite System

The following general information summarizes how satellite data collection works:

SATELLITE Use of the Geostationary Orbiting Earth Satellite (GOES) is free
USE to   government  agencies.    Authorization and  operation to use the
                                            satellite system is directed by the National Environmental Satellite
                                            Data and Information Service (NESDIS), a branch of the National
                                            Oceanic and Atmospheric Administration (NOAA).

DCP NESDIS assigns each DCP a one-minute data transmit time slot
ASSIGNMENTS every three hours and a unique DCP identification code.  Platform
                                            Description Tables (PDTs) describe the location and other
                                            operational parameters of each DCP.  The PDTs must be updated
                                            via modem to reflect the status of all operational DCPs.

SATELLITE Relay of data from DCPs to the downlink facility is a minor portion
SYSTEM of the satellite's job. Its primary function is to provide weather-
CAPACITY related data and images to aid in weather forecasting.

Each satellite is capable of utilizing 233 frequencies for a total
capacity of over 12,000 DCPs per hour.  The data transmission rate
is 100 baud (bits per second).  The majority of the DCPs in use
throughout the United States help support early warning flood
monitoring systems.

4.1.2 Data Collection Platforms (DCPs)

DCPs manufactured by Handar and Synergetics are used at IMPROVE optical monitoring
sites.  Transmissometer sites are generally configured with Handar DCPs and nephelometer sites
are generally configured with Synergetics DCPs.  Both types of DCPs have the following
features:

• Low power, programmable, microprocessor based system

• Analog sensor inputs

• Real-time clock

• GOES compatible radio transmitter

The dissemination facility makes the following data available via telephone modem a short
time after the DCP transmits its data:
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• Data logged by the DCP

• Transmission date and time

• DCP signal strength and deviation from the specified frequency

• Quality of the DCP transmission

DCP transmission parameters are used to evaluate the performance of the DCP and to
resolve DCP-related problems quickly.

4.2 AUTOMATIC DATA COLLECTION

Automatic data collection via DCP includes the following steps:

• Log onto the ARS_NET2 network at a designated DCP data collection computer.

• Type LOGIN BATCH.  Enter OH for project code and 2 (server number for an 
IMPROVE2 auto pull job).

• Update the DCP data collection identification file "WALDCP.DAT."

• Check the date and time of the next automatic batch job and change if necessary.

• Start the batch software.

• Verify the success of the data collection.

The following detailed procedures describe automatic data collection of DCP data:

LOG ONTO Log onto ARS_NET2 on the data handling computer using your
NETWORK assigned user name and password.

UPDATE THE The "WALDCP.DAT" file includes DCP and site-specific
"WALDCP.DAT" information required  to download  data  via  modem.   The file
 FILE  includes:

• Site abbreviation

• DCP identification number

• DCP transmission time

• DCP transmission period

An example "WALDCP.DAT" file is provided as Figure 4-1.
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Site|Site_id | Ch.|Time|Interval

ACAD,FA42914E,009E,0227,X3
BADL,FA4315A0,038W,0220,X3
BAND,FA4380C2,038W,0227,X3
BIBE,FA4356AA,038W,0224,X3
BRID,FA43A62E,038W,0229,X3
CANY,FA44F466,014W,0218,X3
CHIR,FA450618,014W,0219,X3
GRBA,FA44E710,014W,0217,X3

Format:
Site Abbrv, DCP Iden, DCP Channel and Satellite, Transmit Time and Interval

Figure 4-1.  Example "WALDCP.DAT" DCP Definition File for
       WALLOPS4 Software.

Update the "WALDCP.DAT" file to include all operational DCPs,
using any plain ASCII editor such as WordStar.  The WordStar
command is WS  F:\USERS\WALLOPS\WALDCP.DAT.

CHECK THE The batch software runs the data collection software at a
BATCH JOB predetermined date and time.  The list of programs the batch
DATE AND software is scheduled to run is included in the batch queue.  The
TIME batch queue may be edited to add or delete scheduled batch jobs. 
                                              The following procedures detail how to edit the batch queue:

• To examine the batch queue enter BATCH #Q.

• To delete a job in the batch queue enter BATCH #D @XXXX,
where "XXXX" is the number of the batch job.

• To add a new batch job for DCP data collection enter
F:\USERS\WALLOPS\NEWBATCH HH:MM NN/DD/YY,
where "HH" is the hour, "MM" is the minute, "NN" is the month,
"DD" is the day, and "YY" is the year the batch job is next
scheduled to run.

START THE Start the automatic batch software by entering LOGIN BATCH.
BATCH
SOFTWARE The result of a successful batch run is a file with the name

"GALYYDDD.DAT" where "YY" is the year and "DDD" is the
Julian day.

EXIT THE The batch software must be running to perform automatic data
BATCH collection.  To exit the PS-BATCH software enter X at the
SOFTWARE PS BATCH prompt.
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4.3 MANUAL DATA COLLECTION

Data may be collected manually via telephone modem from the data dissemination facility
as follows:

• Log onto the network.

• Run the WALLOPS4 software.

• Enter the site, DCP identification, date, and time at the WALLOPS4 software prompts.

The following procedures detail manual data collection of DCP data:

LOG ONTO Log onto the ARS_NET2 network on the data collection computer
NETWORK using your assigned user name and password.

START THE The WALLOPS4 software performs all functions of the user
WALLOPS4 interface for manual data collection.  To start the WALLOPS4
SOFTWARE software, enter WALLOPS4 at the DOS prompt.  Choose one of
                                            the following available download options (detailed in Figure 4-2):

• S  Download one site.

• D  Download all sites.

• T  Download all sites at specific beginning and ending time        
interval.

ENTER THE If the D or T option  is  chosen, enter the  file name  for  the  manual
FILE NAME data pull using the "GALYYDDD.DAT" format where "YY" is the
                                            year and "DDD" is the Julian day.

ENTER THE If <S> is chosen, enter the four-character site abbreviation.  The site
SITE must exist in the "WALDCP.DAT" file.  Figure 4-3 shows the
ABBREVIATION WALLOPS4 site entry display.

EXAMINE Verify that the DCP parameters displayed are correct for DCP data
THE DCP desired.  Figure 4-4 shows the parameter verification display.
PARAMETERS

ENTER THE Enter  the  date  and  time  of  the  start  of  the  interval  desired.
DATE AND Figure  4-5 shows the date and time entry display.  The download
TIME will proceed upon entering Y at the prompt.  Figure 4-6 shows the
                                            display during the download process.

4.4 DCP TRANSMISSION QUALITY CHECK

The data satellite downlink facility analyzes DCP transmissions for transmission strength
and quality.  The data coordinator should check the downloaded data file for correct DCP
operation as follows:
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Figure 4-2.  Starting WALLOPS4 Software.

Figure 4-3.  Entering Site Abbreviation and File Name in WALLOPS4 Software.
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Figure 4-4.  Verifying Download Parameters in WALLOPS4 Software.

Figure 4-5.  Starting the Download in WALLOPS4 Software.
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Figure 4-6.  Downloading Data Display in WALLOPS4 Software.
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• Edit the downloaded data file.

• Check the messages and news information at the beginning of the file.

• Check each DCP data transmission regarding:

- DCP address.

- Transmission time (year, Julian day, hour, minute, and second).

- Failure code.

- DAMS data quality measurements (signal strength, frequency deviation, modulation
index, and modulation quality).

- DCP transmission channel.

- Message length.

- Transmissometer, nephelometer, or meteorological data transmission format.

The following procedures detail the DCP transmission quality check:

EDIT THE Edit the downloaded file using any plain ASCII editor such as
DOWNLOADED WordStar.   The  WordStar command is WS FILENAME.
FILE       "FILENAME" is the downloaded data file, usually of the format
                                            "GALYYDDD.DAT," where "YY" is the year, and "DDD" is the
                                             Julian date.

CHECK The downloaded data file may contain information about data
MESSAGES dissemination processes, solar eclipses, data archiving, etc.  This
AND NEWS information may provide clues to failed DCP transmissions or poor
                                            quality data.

CHECK DCP Each DCP transmission has associated quality assurance
TRANSMISSIONS information added to the downloaded data file.  Figure 4-7 details
                                            the information for a Handar DCP and Figure 4-8 details the
                                            information for a Synergetics DCP.  Figure 4-9 details the ranges of
                                            acceptable values for the DCP transmission information.  If any
                                            parameter is out of range, refer to TI 4110-3300, Troubleshooting
                                            and Emergency Maintenance Procedures for Optec LPV-2
                                           Transmissometer Systems (IMPROVE Protocol).

CHECK Each type of monitoring station (transmissometer, nephelometer,
DATA or meteorological) logs different data and transmits a different data
FORMAT format.  Figures 4-7 and 4-8 detail the data transmission formats for
                                            transmissometer and nephelometer stations, respectively.  If the
                                            transmitted data are not in the correct format, refer to TI 4110-3000,
                                           Troubleshooting and Emergency Maintenance Procedures for Optec
                                           LPV-2 Transmissometer Systems (IMPROVE Protocol), or TI 4100-
                                           3100, Routine Site Operator Maintenance Procedures for NGN-2
                                           Nephelometer Systems (IMPROVE Protocol).
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Example Data Row Description
FA42914E93085112729G38+1HN009EFF00143 Identification and quality

0501 001 004 0137 090 000 000 000 00.0 13.8 First hourly data
0495 000 004 0138 088 000 000 000 00.0 13.8 Second hourly data
0496 001 003 0138 086 000 000 000 00.0 13.8 Third hourly data

  1        2        3         4         5        6        7        8       9           10 Data column

Column Description
1 Raw transmission average (counts)
2 Receiver computer toggle
3 Standard deviation of the raw transmission (counts)
4 Ambient temperature (°F) (+ 100)
5 Ambient relative humidity (%)
6-9 Not used
10 DCP battery voltage (VDC)

Identification and transmission quality:

Characters Example Description
1-8 FA42914E DCP identification
9-10 93 Year of transmission
11-13 085 Julian date of transmission
14-15 11 Hour of transmission
16-17 27 Minute of transmission
18-19 29 Second of transmission
20 G Failure code
21-22 38 Signal strength
23-24 +1 Modulation frequency deviation from normal
25 H Modulation quality
26 N Modulation index
27-29 009 Satellite channel
30 E Satellite (East or West)
31-32 FF IFPD (Intermediate Frequency Presence Detector)
33-37 00143 Message length

Figure 4-7.  Handar DCP Transmissometer Data Format.
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Example Data Description
FA40643E93085122318G43-1NN002W4C00432# 1  1716      Identification and quality
# 2   114   173   210   224   383   407   297   302
# 2   383   140   135   140   125   132   138   128
# 2   141   155
# 3   498   498   498   498   498   498   498   498
# 3   498   498   498   498   498   498   498   498
# 3   498   498
# 4   524   423   324
# 5    50    50    50
# 6    -1    -1    -1
# 7   209   209   209
# 8  1020  1020  1020
# 9    96    92   102
#10   960   954   926
#11  1388

Data Group
Number Description
#1 Synergetics operation status
#2 10-minute nephelometer analog A1 readings
#3 10-minute nephelometer analog A2 readings
#4 Nephelometer time when 21X datalogger time is xx:30
#5 Hourly nephelometer code summary
#6 Hourly support code summary
#7 Last clean air calibration (counts) (x10)
#8 Last span calibration (counts) (x10)
#9 Ambient temperature at top of hour (°C) (x10)
#10 Ambient relative humidity at top of hour (%) (x10)
#11 DCP battery voltage (VDC) (x100)

Identification and transmission quality:

Characters Example Description
1-8 FA40643E DCP identification
9-10 93 Year of transmission
11-13 085 Julian date of transmission
14-15 12 Hour of transmission
16-17 23 Minute of transmission
18-19 18 Second of transmission
20 G Failure code
21-22 43 Signal strength
23-24 -1 Modulation frequency deviation from normal
25 N Modulation quality
26 N Modulation index
27-29 002 Satellite channel
30 W Satellite (East or West)
31-32 4C IFPD (Intermediate Frequency Presence Detector)
33-37 00432 Message length

Figure 4-8.  Synergetics DCP Nephelometer Data Format.
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PARAMETER RANGE INTERPRETATION

SIGNAL 32 to 57 Signal strength should never exceed 50.
STRENGTH Normal strength is 44 to 48.

A signal strength less than 43 or greater than 49 indicates a 
possible malfunction or improper installation.
Reliable data can be received with a signal strength as low as 37 
if no other signal problems exist.

FREQUENCY ±0 to ±A 50 Hz increments.
Reliable data should be possible between -8 and +8 (-449 to +449 
Hz).
Frequency drift due to temperature (+200 Hz) and Aging (+400 
Hz/year) can cause a platform to drift outside the +500 HZ range 
very quickly.
±250 Hz is a safe range for normal operations.

MODULATION N,H,L N is normal.
INDEX H (High); messages may be truncated or lost due to loss of 

demodulator lock.  Signal strength readings may indicate too low. 
L (Low); high error rate, missing messages, and signal strength 
readings may read too high.

MODULATION N,F,P N is normal.
QUALITY F indicates malfunction or misalignment, error rate between 10-4 

and 10-6.

P indicates malfunction or misalignment, error rate worse than 
10-4.

Figure 4-9.  DCP Transmission Quality Description.
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4.5 DAILY DCP DATA HANDLING

Daily DCP data handling includes automatic removal of invalid characters from the
downloaded file and reformatting the downloaded file into a form usable by processing software. 
Specifically, DCP data handling includes:

• Updating the "SITEINFO" file.

• Running the STRIP_T program to remove invalid characters and reformat the
downloaded data file.

• Examining the stripped file to determine the beginning and ending dates and times for the
interval of the file.

• Recording the interval in the Wallops Island log book.

• Examining the "ERROR.DAT" file for incomplete transmissions.

• Examining the "MESSAGE.DAT" file for information included in the header of the
downloaded data file.

EDIT AND The site list information file (SITEINFO) includes information for
UPDATE THE the current transmissometer and nephelometer sites, including
"SITEINFO" associated DCP ID, site abbreviation, GMT time offset to Local
FILE Standard Time (LST),  and number of lines in the DCP
                                            transmission.  The information in the "SITEINFO" file is used by
                                            the STRIP_T and APPEND_T programs to define which DCP IDs
                                            are valid and to which site they are assigned.  The "SITEINFO" file
                                            is located in the F:\USERS\WALLOPS directory.  The "SITEINFO"
                                            file must be updated to reflect changes to DCP-related site
                                            configurations.  The following procedures describe editing of the
                                            "SITEINFO" file:

• Edit the "SITEINFO" file using any plain ASCII editor such as
WordStar.  The WordStar command is WS
F:\USERS\WALLOPS\SITEINFO.

• The file format for "SITEINFO" is detailed in Figure 4-10.

• Add, delete, or change the lines in the file to reflect the currently
operating DCP-equipped stations.

• Update the number of stations in the first line of "SITEINFO" to
reflect the number of stations listed in the file.

• Save the "SITEINFO" file.  The WordStar command is ALT F S.
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23
FA42914E,ACADH,4,3,ACADIA,OK,BEXT
FA4315A0,BADLH,7,3,BADLANDS,OK,BEXT
FA4380C2,BANDT,7,3,BANDELIER,OK,BEXT
FA4356AA,BIBEH,6,3,BIGBEND,OK,BEXT
FA43A62E,BRIDH,7,3,BRIDGER,OK,BEXT
FA44220E,BRMEO,7,6,BRYCECANYON,OK,NONE
FA44F466,CANYH,7,3,CANYONLANDS,OK,BEXT
FA450618,CHIRH,7,3,CHIRICAHUA,OK,BEXT
FA441794,GLACT,7,3,GLACIER,OK,BEXT
FA44E710,GRBAH,8,3,GREATBASIN,OK,BEXT
FA44D28A,GRCAH,7,3,GRANDCANYON(SOUTHRIM),OK,BEXT
FA43F652,GRCWH,7,3,GRANDCANYON(IN-CANYON),OK,BEXT
FA42F4A8,GRCMM,7,11,GRANDCANYONMET,OK,NONE
FA437046,GUMOH,6,3,GUADALUPE,OK,BEXT
FA4393B4,MEVEH,7,3,MESAVERDE,OK,BEXT
FA436330,PEFOH,7,3,PETRIFIEDFOREST,OK,BEXT
FA43203A,PINNH,8,3,PINNACLES,OK,BEXT
FA44C1FC,ROMOH,7,3,ROCKYMOUNTAIN,OK,BEXT
FA4306D6,SAGOH,8,3,SANGORGONIO,OK,BEXT
FA42C132,SHENH,4,3,SHENANDOAHLONGPATH,OK,BEXT
FA43B558,YELLH,6,3,YELLOWSTONE,OK,BEXT
FA42D244,YOSEH,8,3,YOSEMITE,OK,BEXT
FA40643E,MACAN,4,14,MAMMOTHCAVESNEPH,OK,NONE

Format:
The first line is the number of DCP definitions in the file.

All other lines:
DCP Identification
Site abbreviation and site type
Hourly offset to GMT
Number of lines in each transmission
Site name
Always OK if active; TEST if not active
Always bext  if transmissometer; NONE if nephelometer

Site types:
T Transmissometer sites with Handar AT/RH sensor
H Transmissometer sites with Rotronics AT/RH sensor
N Nephelometer sites
O Bryce Canyon meteorological site

Figure 4-10.  Example SITEINFO File for Daily Data Processing.
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RUN STRIP_T The STRIP_T program performs the following functions:

• Strips the downloaded data file of invalid characters.

• Saves the logon and file header information in the
"MESSAGE.DAT" file.

• Saves incomplete transmissions in the "ERROR.DAT" file.

• Reformats the downloaded data file and sorts it by transmission
date and time (GALYYDDD.TMP file).

The downloaded data file must be run through STRIP_T before
daily data processing of transmissometer or nephelometer data
can proceed.  The STRIP_T program is started by:

- Changing to the F:\USERS\WALLOPS directory.

- Entering STRIP_T to start the program.

RECORD START The stripped downloaded data file is sorted by transmission data
AND END and  time.    Examine  the  first  and last transmissions in the
 TIMES "GALYYDDD.TMP" file and record them in the Wallops Island
                                            logbook.

EXAMINE The "ERROR.DAT" file in F:\USERS\WALLOPS contains
ERROR FILE incomplete transmissions from the downloaded data file.  Examine
                                            this file for error messages.  If error(s) exist, the data file contains
                                            incomplete transmissions that must be corrected.

The following procedures describe how to edit the
"GALYYDDD.DAT" file that generated an error in the
"ERROR.DAT" file:

• Edit the "GALYYDDD.DAT" file using any plain ASCII editor
such as WordStar.  The WordStar command is WS
F:\USERS\WALLOPS\GALYYDDD.DAT.

• Each transmissometer data transmission format contains three
lines of data following the header line as follows:

FA44D28A93110141630G51-1NN014WFF00143
0473 000 004 0136 026 000 000 000 00.0 12.8
0470 001 005 0135 026 000 000 000 00.0 12.8
0470 000 003 0139 023 000 000 000 00.0 13.1

• Add, delete, or change the lines in the data file so that the
transmission format is complete.  For example: the error is
"FA44D28A93110011630, 2 lines does not = 3 lines," and the
transmission in the "GALYYDDD.DAT" file looks like -
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FA44D28A93110141630G51-1NN014WFF00143
0473 000 004 0136 026 000 000 000 00.0 12.8
0470 001 005 0135 026 000 000 000 00.0 12.8

Add a third line with 999's so the transmission looks like -

FA44D28A93110141630G51-1NN014WFF00143
0473 000 004 0136 026 000 000 000 00.0 12.8
0470 001 005 0135 026 000 000 000 00.0 12.8
9999 999 999 9999 999 999 999 999 9999 9999

Once errors are corrected, run STRIP_T again and reexamine the
"ERROR.DAT" file.  Do not proceed to the next processing stage
until the "ERROR.DAT" file is free of errors.  (See TI 4300-
4023, Transmissometer Daily Compilation and Review of DCP-
Collected Data (IMPROVE Protocol) or TI 4300-4004,
Nephelometer Data Compilation and Review of DCP-Collected
Data (IMPROVE Protocol)).

EXAMINE The "MESSAGE.DAT" file in F:\USERS\WALLOPS contains the
MESSAGE header information from the downloaded data file.  Print out a copy
FILE of "MESSAGE.DAT" daily and file the printout in the message
                                            archive file.

PERFORM Once the primary data collection is complete, the next phase in
DAILY DATA daily data handling includes compilation and review of the collected
COMPILATION data.  Refer to the following data-specific TIs:
AND REVIEW

TI 4300-4004: Nephelometer Data Compilation and Review of
DCP-Collected Data (IMPROVE Protocol)

TI 4300-4023: Transmissometer Daily Compilation and Review of
DCP-Collected Data (IMPROVE Protocol)

4.6 UPDATING NESDIS PLATFORM DESCRIPTION TABLES (PDTs)

The NESDIS program information tables must be updated when any change in an
operational parameter (location, etc.) occurs.  Figure 4-11 details the contents of a typical PDT. 
Refer to the User Interface Manual (UIM) for the Data Collection System Automatic Processing
System (DAPS), Version 1.1 for details on updating PDTs.

5.0 REFERENCES

Integral Systems, Inc., 1990, User Interface Manual (UIM) for the Data Collection System 
Automatic Processing System (DAPS), Version 1.1, September.
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PARAMETER DESCRIPTION

OWNER_ID Owner user ID (must be in UDT)
PRIME_TYPE Primary Type:

S:  Self-timed
I:  Interrogate
R:  Random
D:  Dual

PRIME_CHAN Primary CHANNEL: 1 - 266 (must be in CDT)
PRIME_SCD Primary GOES spacecraft assigned:  E: East,  W: West
SECND_ADDR Secondary address or Null
SECND_TYPE Secondary type:

R:  Random
I:  Interrogate, or Null
Note:  Valid PRIME/SECND types are S/I, S/R

SECND_CHAN Secondary channel: 0 - 266 (must be in CDT if > 0)
SECND_SCID Secondary GOES spacecraft assigned:  E: East,  W: West,  or Null
TRIGGER_MODE Trigger mode:

S: Special,  T: Test,  or Null
Note:  if not Null then:

(a)  PRIME_TYPE must be R
(b)  SECND_ADDR (trigger id) required FIRST_XMT

Time of first interrogation for I type platforms in HMMSS format
XMT_PERIOD Time period between transmissions (S/D)

Time period between interrogations (I)  in HHMMSS format
XMT_WINDOW Maximum transmission window size in MMSS (S/D)
XMT_RATE Data transmission rate in bps (100/300/1200)
MAX_RETRIES Maximum number of interrogation retries (I)
DATA_FORMAT DCPRS data format:  A: ASCII,  B: Binary
PRIME_PREAMBLE DCPRS preamble type:  L: Long, S: Short
SECND_PREAMBLE DCPRS preamble type:  L: Long, S: Short, or Null
LOC_CODE Three-character location code
LOC_REGION Location category:

A:  United States,    B:  Canada,
C:  South America,  O:  Other

LOC_NAME Location name (31 characters)
LATITUDE Latitude in DDMMSS
LONGITUDE Longitude in DDMMSS
MIN_ELEVATION Minimum elevation angle of platform (in DD)
CATEGORY Platform category:

Fixed:  Fixed-buoy,  D:  Drifting-buoy
A:  Aircraft,           S:  Ship
B:  Balloon,           L:  Land-based
O:  Other

Figure 4-11.  DCP Platform Description Table (PDT)  Description.
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1.0 PURPOSE AND APPLICABILITY

The purpose of this technical instruction (TI) is to describe the daily compilation and review
of DCP transmissometer and meteorological data from an Optec LPV-2 transmissometer station
operated according to IMPROVE Protocol.  The primary purpose of daily compilation and review
is to assure quality data capture and minimize data loss by:

• Extracting each site's DCP transmissometer and meteorological data from the stripped
daily data file downloaded from the NOAA/NESS data dissemination facility at Wallops
Island, Virginia.  This file is obtained according to Standard Operating Procedure (SOP)
4300, Collection of Optical Monitoring Data (IMPROVE Protocol) and TI 4300-4000,
Data Collection via DCP (IMPROVE Protocol).

• Reformatting and appending the data to site-specific Level-A plottable data files.

Because most stations are remote and have limited operator visits, early identification of
system problems during daily data review is critical to initiating timely corrective actions that
minimize data loss.

This TI is a guide to:

• Updating the following transmissometer control files:

- "SITEINFO," the DCP site description file.

- "XXXX_L," the site-specific lamp calibration files.

- "TPROCESS.CON," the data processing control file.

• Operation of the APPEND_T program.

• File formats of the transmissometer constants files, stripped downloaded data file, and
site-specific Level-A plottable files.

2.0 RESPONSIBILITIES

2.1 PROJECT MANAGER

The project manager shall:

• Review editing of transmissometer constants files with the data coordinator.

• Review the daily transmissometer data compilation to Level-A files with the data
coordinator to assure timely and accurate daily processing.

2.2 DATA COORDINATOR

The data coordinator shall:

• Update all transmissometer constants files and review with the project manager.
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• Manually initiate the daily data append program.

• Review the Level-A files to identify instrument problems with the project manager.

3.0 REQUIRED EQUIPMENT AND MATERIALS

Transmissometer data compilation procedures require the following computer hardware
and software:

• IBM-PC compatible 386/486 computer system with VGA and 80 megabyte hard disk

• Internal or external Hayes compatible modem configured for COM port #2

• APPEND_T software (ARS)

• Plain ASCII text editor such as WordStar

4.0 METHODS

Transmissometer data collected via DCP are processed daily to reformat and append the
data to site-specific Level-A files.  The Level-A files may then be reviewed and plotted.  Review
of transmissometer data is detailed in TI 4400-5000, Transmissometer Data Reduction and
Validation (IMPROVE Protocol).

Automatic and manual collection of DCP data is handled in accordance with TI 4300-4000,
Data Collection via DCP (IMPROVE Protocol).  Daily processing of DCP transmissometer data
consists of the following steps:

• Updating the "SITEINFO" file containing the list of currently operating sites.

• Updating the site-specific lamp calibration files, "XXXX_L" (where "XXXX" is the site
abbreviation).

• Executing the APPEND_T program.

The following procedures detail the steps for daily processing of transmissometer data:

LOGON TO Logon to network on the transmissometer data handling computer
NETWORK using your assigned user name and password.

UPDATING THE The site list information file "SITEINFO" includes the currently
"SITEINFO" FILE operating transmissometer and nephelometer sites with their
                                            associated DCP ID, site abbreviation, GMT time offset to Local
                                            Standard Time (LST), and number of lines in the DCP transmission.
                                            Information in the "SITEINFO" file is used by the STRIP_T and
                                            APPEND_T programs to define which DCP IDs are valid and to
                                            which site they are assigned.  The "SITEINFO" file is located on the
                                            network in the "F:\USERS\WALLOPS" directory.  The
                                            "SITEINFO" file must be updated to reflect changes to DCP-related
                                            site configurations.  The following procedures describe editing of
                                            the "SITEINFO" file:
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• Edit the "SITEINFO" file using any plain ASCII editor such as
WordStar.   The file format for "SITEINFO" is detailed in Figure
4-1. The WordStar command is WS
F:\USERS\WALLOPS\SITEINFO.

• Add, delete, or change the lines in the file to reflect the currently
operating DCP-equipped stations.

• Update the number of stations in the first line of "SITEINFO" to
reflect the number of stations listed in the file.

• Save the "SITEINFO" file.  The WordStar command is Alt-F S.

UPDATING THE The site-specific lamp files include the following site-specific
SITE-SPECIFIC information:
LAMP FILES

• Lamp installation and removal dates and times

• Lamp serial numbers and calibration numbers

• Path distance and Rayleigh coefficient

• Lamp calibration curve set information

The information in the lamp files is required to calculate the
atmospheric extinction coefficient (bext) from the raw transmission
values collected via DCP.  The lamp files must be edited with the
most current information available regarding lamps.  Each site has its
own lamp file with file name "XXXX_L," where "XXXX" is the site
abbreviation.  The following procedures detail the steps for editing
individual lamp files:

• Locate lamp files that are on the network in the
"F:\USERS\SITE.CON" directory.

• Edit an individual lamp file using any plain ASCII editor.  The
WordStar command is WS F:\USERS\SITE.CON\XXXX_L,
where "XXXX" is the site abbreviation.  The file format for lamp
files is detailed in Figure 4-2.

• Edit the fields in the lamp file to reflect current information
regarding the site.  Commas must be included between fields.

• Save the lamp file.  The WordStar command is Alt-F S.
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Line Number SITEINFO File Contents
1 14
2 FA42914E,ACADH,4,3,ACADIA,OK,BEXT
3 FA4315A0,BADLH,7,3,BADLANDS,OK,BEXT
4 FA4380C2,BANDT,7,3,BANDELIER,OK,BEXT
5 FA4356AA,BIBEH,6,3,BIG BEND,OK,BEXT
6 FA43A62E,BRIDH,7,3,BRIDGER,OK,BEXT
7 FA44220E,BRMEO,7,6,BRYCE CANYON,OK,NONE
8 FA44F466,CANYH,7,3,CANYONLANDS,OK,BEXT
9 FA450618,CHIRH,7,3,CHIRICAHUA,OK,BEXT
10 FA441794,GLACT,7,3,GLACIER,OK,BEXT
11 FA44E710,GRBAH,8,3,GREAT BASIN,OK,BEXT
12 FA44D28A,GRCAH,7,3,GRAND CANYON (SOUTH RIM),OK,BEXT
13 FA43F652,GRCWH,7,3,GRAND CANYON (IN-CANYON),OK,BEXT
14 FA42F4A8,GRCMM,7,11,GRAND CANYON MET,OK,NONE
15 FA437046,GUMOH,6,3,GUADALUPE,OK,BEXT

Line Number Descriptions
1 Number of sites described in this file
2- One line per site in the format described below

SITEINFO Line Format

DCP ID, site abbreviation and type, GMT time offset to LST, number of data lines per transmission,
expanded name, status, type of data

Field Description
DCP ID 8-Character DCP identification tag.

Site abbreviation and type 4-Character site abbreviation plus 1-character site type:
T = Transmissometer with Handar AT/RH sensor
H = Transmissometer with Rotronics AT/RH sensor
N = Nephelometer
O = Bryce Canyon meteorological station
M = Grand Canyon Tonto Plateau meteorological station

GMT time offset to LST Number of hours between Greenwich Mean Time (GMT) (the time
programmed into the DCP) and Local Standard Time (LST) (the time used
to tag the data).

Number of data lines Each transmission should contain x number of data lines (not counting the
DCP ID header line).

Expanded name This appears at the top of the raw data plots.

Status OK or TEST to indicate whether to process the data from this DCP (OK =
no, TEST = yes).

Type of data For transmissometers, this is always bext, otherwise it is NONE.

There should be one line for every DCP-configured site.

Figure 4-1.  Example "SITEINFO" File and Description.
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Line Number Contents of XXXX  L File
1 GRAND CANYON NATIONAL PARK (SOUTH RIM, GRCA)                     

2 CONSTANTS FILE

3 WESTERN

4 02/24/93

5                       INST LAMP   CAL  ON/   LAMP    LAMP                     LAMP CAL

6 YYMMDD  JD   HRMM  NUM  NUM   NUM  OFF   FACTOR  OFFSET DISTANCE RAYLEIGH Curve Set COMMENT

7 !!!!!!--!!!--!!!!--!!!--!!!!--!!!--!!!--!!!!!!!---!!!!--!!!!!!!---!!!!!!!--!!!!!!!----------

8 861201, 335,    0, 001, 1005, 609,  ON,     -99,     0,  5.7904,  0.00935,       5,

9 870217,  48, 1200, 001, 1005, 609,  ON,     -99,     0,  5.7904,  0.00935,       3, +500 HRS OF OPERATION

10 870401,  91,  500, 001, 1006, -99,  ON,     -99,     0,  5.7904,  0.00935,       5,

11 870618, 169, 1200, 001, 1006, -99,  ON,     -99,     0,  5.7904,  0.00935,       3, +500 HRS OF OPERATION

12 870707, 188,  500, 002, 1007, 224,  ON,     -99,     0,  5.7904,  0.00935,       5,

13 870717, 198,  500, 002, 1007, 224, OFF,     -99,     0,  5.7904,  0.00935,       5,

14 870728, 209,  400, 002, 1007, 224,  ON,     -99,     0,  5.7904,  0.00935,       5,

15 871106, 310,  500, 007, 1008, 217,  ON,     -99,     0,  5.7904,  0.00935,       5,

Line Number Description
1 Site name
2 Information
3 WESTERN or EASTERN
4 Date this file was last edited
5-7 Headers
8- Lamp calibration information

Field Description
YYMMDD Year, month and day
JJJ Julian date
HRMN Hour and minute
INST NUM Instrument number
LAMP NUM Lamp number
CAL NUM Calibration number or -99 for invalid lamp
ON/OFF Lamp status during this interval
LAMP FACTOR Lamp correction factor in percent per 500 hours or -99 for default
LAMP OFFSET Number of hours the lamp has been used prior to this installation
DISTANCE Path distance in kilometers
RAYLEIGH Rayleigh coefficient in km-1

LAMP CAL Lamp calibration curve set (defined in TPROCESS.CON file) to use with
CURVE SET this lamp
COMMENT Comment concerning this line in the file

Important:  The fields must be separated by a comma!  (No commas in the comment field).

Figure 4-2.  Example Lamp Calibration File (XXXX_L).
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UPDATING The "TPROCESS.CON" file contains information that is used
"TPROCESS.CON" during seasonal processing of transmissometer data.  Information
FILE in the file may also be used to calculate a corrected bext value in the
                                            Level-A files as raw data are appended using the APPEND_T
                                            program. The "TPROCESS.CON" file should be updated when a
                                            site is installed, removed, or when calibration parameters change. 
                                            The following procedures detail the steps for editing the
                                            "TPROCESS.CON" file:

• Locate the "TPROCESS.CON" file on the network in the
"F:\USERS\SITE.CON" directory.

• Edit the file using any plain ASCII editor.  The file format for
"TPROCESS.CON" is detailed in Figure 4-3.  The WordStar
command is WS F:\USERS\SITE.CON\TPROCESS.CON.

• Edit the fields in "TPROCESS.CON" to reflect current
information regarding the site.  Commas must be included
between fields.

• Save the "TPROCESS.CON" file.  The WordStar command is 
Alt-F S.

RUNNING THE The APPEND_T program extracts individual transmissometer data
APPEND_T from the daily stripped DCP download file and appends the site-
PROGRAM specific Level-A files.  During the append process, extinction is
                                            calculated from raw transmission values and is included in the site-
                                            specific files.  The following procedures detail the steps to
                                            appending daily data:

• Run the APPEND_T program.

• Enter the name of the daily stripped download file.  The file name
will be of the form "GALYYJJJ.TMP," where "YY" is the year
and "JJJ" is Julian date.

• The program will append the data to site-specific Level-A files
with file names of the form "XXXX_T," where "XXXX" is the
site abbreviation.

• The APPEND_T program screen will be continuously updated
with the status of the append process.

REVIEW THE The data in the site-specific Level-A files may be reviewed and
SITE-SPECIFIC plotted in accordance with TI 4400-5000, Transmissometer Data
LEVEL-A FILES Reduction and Validation (IMPROVE Protocol).  Figure 4-4 details
                                            the file format for the site-specific Level-A files.
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Line Contents of TPROCESS.CON
1 TPROCESS.CON

2 Transmissometer Data Processing Constants File

3 Last Updated:

4 02/27/93

5 Last Update by: Jim

6

7 Lamp Calibration Uncertainty Curves, (Power Y=a0*hrs^a1)

8 Number of curve sets, COMMENT

9 Curve set number,curve name,a0,a1,r, COMMENT

10 ----------------------------------------------------

11 1,<--- This is the number of curve sets

12 ************************************

13 High lamp voltage - last bin removed

14 implemented 01/07/93

15 for processing Spring 91 - Summer 92

16 ************************************

17 1,MEAN, 0.058466,0.684934,0.999970

18 1,UPPER,0.059746,0.764626,0.999694

19 1,LOWER,0.168204,0.331265,0.951433

20 --------------------------------------------------------------------------------------------------

21 |  Constant bext Filters |     |    |   |Cal. |Uncal |Cal |     |Relative

22 |    First |  Second |WX |WX |WX |Lamp |Lamp |Num |Temperature  |Humidity

23 Site|Thresh Num|Thresh Num |Uncer |Delta |Max |Uncer |Uncer |Uncer |Min Max Del  |Min  Max  Delta

24 --------------------------------------------------------------------------------------------------

25 ACAD,  -0.001, 10,  0.050,  3, 0.018,0.010, -0.050, 0.005, 0.02, 0.005, -50, 60, 10,   1,100,30

26 BADL,  -0.001, 10,  0.050,  3, 0.018,0.010, -0.050, 0.005, 0.02, 0.005, -50, 60, 10,   1,100,30

27 BAND,  -0.001, 10,  0.050,  3, 0.018,0.010, -0.050, 0.005, 0.02, 0.005, -50, 60, 10,   1,100,30

Line Number Description
1-10 Information about this file
11 Number of curve sets listed below in this file
12-16 Description of the first curve set
17-19 Coefficients for the first curve set

*Repeat lines 12-16 and 17-19 for the number of curve sets defined in line 11.
20-24 Field headers
25- Site-specific data processing constants

Field Description
Site Site abbreviation

Constant bext Filters When there are  NUM or more of the same bext value  greater than THRESH, they 
are invalidated during seasonal processing.

WX Uncertainty Uncertainty cutoff used in the weather removal algorithm (km-1).
Cutoff

WX Delta Cutoff Delta cutoff used in the weather removal algorithm (km-1).

WX Maximum Maximum cutoff used in the weather removal algorithm (km-1).
Cutoff

Lamp Uncertainties Not used.

Calibration Number Percent uncertainty in the calibration number.
Uncertainty

Temperature Minimum and maximum acceptable temperatures (°C).  Temperature variations
MIN/MAX/DELTA of more than DELTA are recorded in an error file during seasonal processing.

Relative Humidity Minimum and maximum acceptable relative humidity values (%).  Relative
MIN/MAX/DELTA humidity variations of more than DELTA are recorded in an error file during 

seasonal processing.

Figure 4-3.  Example "TPROCESS.FILE" and Description.
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Field: Site YYMMDD JJJ HHMM bext  Raw   SD  AT  RH  Code
GRCA 921201 336  000  6   461   7   28  14   9
GRCA 921201 336  100  6   460   5   30  13   9
GRCA 921201 336  200  6   461   7   29  12   9
GRCA 921201 336  300  6   460   7   33   5   9
GRCA 921201 336  400  7   457   7   28  23   0
GRCA 921201 336  500  8   454   5   31  11   0
GRCA 921201 336  600  6   460   9   36   3   9
GRCA 921201 336  700  7   458   7   34   6   0

Field Description
Site 4-Character site abbreviation
YYMMDD Year, month and day
JJJ Julian date
HHMM Hour and minute
bext bext (km-1 x 1000)
Raw Mean of the 10 1-minute raw transmission values
SD Standard deviation of the 10 1-minute raw transmission values
AT Ambient air temperature (F°)
RH Ambient relative humidity (%)
Code bext validity code:

0 = Valid
1 = Operator error
2 = Instrument malfunction or removed
3 = Data reduced from alternate data logger
6 = bext overrange
9 = bext less than Rayleigh
A = Alignment problem
L = Lamp suspect
S = Suspect data

Code 0,2,6,8 and 9 may be placed by the APPEND_T program.  These codes may later be
updated during processing.

Figure 4-4.  Example Level-A Transmissometer File and Description.
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1.0 PURPOSE AND APPLICABILITY

The purpose of this technical instruction (TI) is to describe procedures necessary for the
collection of transmissometer data via strip chart recorder.  The primary purpose of
transmissometer data collection via strip chart recorder is to assure continued data capture and
minimize data loss when the primary data collection method (i.e. data collection platform (DCP)),
fails.  This secondary or backup data collection process includes:

• Performing operational and preventative maintenance checks, as needed, on the strip
chart recorder to assure proper operational condition

• Verifying proper transmissometer operation

• Verifying proper strip chart recorder control, switch, and button settings

• Identifying data points on strip chart recorder paper for conversion to data base file

• Operation of digitizing tablet for data measurement

This TI is referenced from SOP 4300, Collection Of Optical Monitoring Data (IMPROVE
Protocol), and serves as a guideline to facilitate the following:

• Strip chart recorder operation verification

• Transmissometer system operation verification

• Documentation of data parameters on strip chart recorder paper

• Documentation of data parameters on transmissometer log sheets

• Removal and shipment of strip chart recorder paper

• Digitizing strip chart recorder data

• Conversion of digitized data into site-specific transmissometer data files

Due to variation in the site configuration of IMPROVE Protocol sites, portions of this
technical instruction may not apply to every transmissometer station.

2.0 RESPONSIBILITIES

2.1 PROJECT MANAGER

The project manager shall:

• Coordinate with the field specialist and data coordinator concerning the desired strip
chart recorder instrument settings for collection of transmissometer data when the
primary data collection method (DCP) fails.

• Oversee and review converted strip chart recorder data for accuracy and completeness
prior to the data being entered into site-specific transmissometer data files.
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2.2 FIELD SPECIALIST

The field specialist shall:

• Train the site operator in all phases of strip chart recorder maintenance and operation
procedures.

• Provide technical support to the site operator via telephone to assure proper
transmissometer data collection from the strip chart recorder.

• Document all technical support provided to the site operator.

• Resolve problems reported by the site operator.

2.3 DATA ANALYST

The data analyst shall:

• Identify possible DCP malfunction and contact the site operator to verify proper
transmissometer and strip chart recorder operation.

• Provide technical support to the site operator via telephone, to assure proper
transmissometer data collection from the strip chart recorder.

• Document all technical support provided to the site operator.

• Resolve problems reported by the site operator.

• Review documentation completed by the site operator for accuracy and completeness.

• Ship supplies, tools, and replacement instrumentation necessary for instrument problem
resolution to the site operator.

• Enter all correspondence with site operators and the results of all performed procedures
into site-specific timelines.

• Digitize the strip chart's transmissometer data.

• Convert digitized data into transmissometer format.

• Enter converted digitized transmissometer data into site-specific data files.

2.4 SITE OPERATOR

The site operator shall:

• Perform all procedures described in this TI.
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• Thoroughly document all transmissometer and strip chart recorder operation verification
information on the Transmissometer Site Operator Log Sheet and mail the log sheet to
the data coordinator.

• Report any noted inconsistencies immediately to the data analyst or field specialist.

3.0 REQUIRED EQUIPMENT AND MATERIALS

The equipment generally required for collection of transmissometer data via strip chart
recorder includes:

• Primeline 6723 strip chart recorder

• Strip chart recorder paper (Chart No. ZM1-01-12-15M)

• Strip chart recorder pens (red and black)

• Digitizing tablet with power supply, cable, and digitizing mouse

• Medium Phillips-head screwdriver

• Non-stick tape

• ARS strip chart recorder data conversion software

• Pen or pencil

• Primeline 6723 instruction manual

4.0 METHODS

This section includes three (3) major subsections:

4.1 Strip Chart Recorder Operation Verification
4.2 Transmissometer System Operation Verification
4.3 Digitizing and Converting Strip Chart Recorder Data

The procedures described in these sections refer to specific instrument components. 
Detailed schematic diagrams and instrument component descriptions are provided for reference in
TI 4110-3350, Transmissometer Monitoring System Diagrams and Component Descriptions. 
Many of the procedures described in Section 4.1 refer to routine maintenance procedures that are
detailed in TI 4110-3100, Routine Site Operator Maintenance Procedures for LPV-2
Transmissometer Systems (IMPROVE Protocol).  Many of the procedures described in Section
4.2 refer to transmissometer system operation verification procedures that are detailed in TI 4110-
3300, Troubleshooting and Emergency Maintenance Procedures for Optec LPV-2
Transmissometer Systems (IMPROVE Protocol).
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4.1 STRIP CHART RECORDER OPERATION VERIFICATION

This subsection describes verification checks on the strip chart recorder and describes
procedures for documentation on the strip chart recorder paper.

The strip chart recorder is the backup data collection instrument for transmissometer data. 
At most sites the strip chart recorder operates only when there are problems with the data
collection platform (DCP).  When data is not transmitted by the DCP, the site operator is notified
and requested to verify proper strip chart recorder operation.  Refer to Figure 4-1, Strip Chart
Component Diagram, for the location of the following items:

CHART PAPER The entire chart paper magazine is removable, enabling easy paper
MAGAZINE installation.  Blank paper is stored at the back of the magazine, while paper
                                  with recorded data folds into a storage area at the front.

CHART PAPER Check to make sure that there is an adequate supply of chart paper
remaining.  A red line will appear on the right side of the chart paper when
there is less than two days remaining on the chart.  If unsure that there is at
least a week of chart paper remaining, install a new roll of strip chart paper.
 Instructions for installation of chart paper can be found in the Primeline
6723 instruction manual, pages 2-8 through 2-10.  By hand, advance the
paper a few sheets before loading the magazine to make sure that the paper
is feeding correctly.

CHART PENS Check to make sure that the pens are leaving a bold trace and track freely
across the chart paper.  The pens should be replaced when the trace
becomes weak or intermittent.  Chart recorder pens slip into holders, as
described on page 2-10 of the Primeline 6723 instruction manual.  It is
important that the pens be inserted securely into the mounts.  Note that the
pen positions, as they mark on the chart paper, are offset slightly.  This is
important when looking at the strip chart data.

PEN LIFTERS Pen lifters raise the pens off the chart paper to prohibit recording or to make
installation of new pens easier.

IMPORTANT -- pen lifters should be in the fully down position for routine
operation.

EVENT Event markers are momentary-on push buttons, that when depressed, make
MARKERS a "tick" mark on the strip chart paper.  These tick marks are used to
                                 accurately record events such as field operator servicing visits.  Tick marks
                                 on the strip chart paper should always have a time and date written next to
                                 them.  When making tick marks, depress the event markers 4 or 5 times
                                 rapidly to make a good, positive mark.

RANGE Range switches should be set to the values listed on the strip chart settings
SWITCHES sticker.  For most locations, CHA should be set to the 10-volt position and
                                 CHB to the 50-volt position.  The 50-volt setting is a combination of the
                                 "10-VOLT" push-button and the "ZERO CONTROL" knob pulled out to
                                 the X5 position.
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Figure 4-1.  Strip Chart Component Diagram.
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ZERO The "ZERO CONTROL" knob provides the following functions:
CONTROL
KNOB 1) It positions the pens to the correct zero position on the chart paper.

(The zero position can only be adjusted when the
"ZERO/RECORD" button is in the zero position.)

2) It expands the range settings by a factor of five.  For example, a
range switch setting of 10 becomes 50-volts full scale when the
"ZERO CONTROL" knob is pulled out.

ZERO The "ZERO/RECORD" button adjusts the pens to their correct zero
RECORD position when used in conjunction with the "ZERO CONTROL" knob.
BUTTON

IMPORTANT -- the button must be in its record position for routine
operation.

POWER The power "ON/OFF" switch controls the supply of power to the recorder
ON/OFF regardless of the power supply used.
SWITCH

CHART This switch stops movement of the chart paper.  It does not inhibit the
START/STOP pens from changing position as input voltages change.  With the slow chart
SWITCH speed used in the transmissometer monitoring system, it is possible to write
                                 strip chart documentation on the "moving" chart paper.  This switch should
                                 remain in the start position when the strip chart recorder is operational.

IMPORTANT -- no data will be recorded when the switch is in the stop
position.

CHART The speed at which the chart paper passes the recording pens is selected
SPEED by these switches.  The speed is determined by a combination of the
SELECTOR setting chosen from the upper six switches, and the setting of the lower
                                 switch.  These switches should remain in the positions listed on the strip
                                 chart settings sticker.  For routine monitoring, the button marked "0.5"
                                 should be depressed and the bottom button should be in the out or  CM/HR
                                 position.

CHA INPUT The analog voltage representing the transmissometer extinction signal inputs
the strip chart recorder at CHA on the back panel.  The banana jacks on the
strip chart cable are labeled:  the CHA positive lead connects to the plug
marked "+" and the negative lead connects to "-".

CHB INPUT The analog voltage, representing toggle state (on or off), inputs the strip
chart recorder at CHB on the back panel.

CAL/REC The "CAL/REC" (calibrate/record) switch puts the recorder in either the
SWITCH "TEST" or "OPERATE" mode.  If the switch is placed in the CAL position,
                                 an internally-generated 50-millivolt voltage is sent to the channel.  This
                                 known reference voltage is used to check or verify correct recorder
                                 operation.  For routine monitoring, the switch should remain in the record
                                 position.
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IMPORTANT  -- no data is recorded when the switch is in the CAL
position.

FUSE The fuse contained within the fuse holder is used only when the recorder is
operated from AC power.  Spare fuses are supplied with the servicing
equipment.

EXTERNAL If DC battery power is used to operate the strip chart recorder, the power
BATTERY jacks connect at the position labeled  "EXT battery" on the back panel. 
CONNECTOR Care must be taken to observe correct polarity.

POWER The power source switch selector position must match the type of power
SOURCE supplied.  When battery power is used, the switch must be set to 12-volts, 
SELECTOR not 24-volts.  When the AC power is used, the switch must be set to AC
                                 line.

POWER SAVE The power save switch reduces power consumption when only one channel
SWITCH of data (CHA) is to be collected.  If the pen on Channel B fails to respond
                                 to signals or changes in control switch settings, check the position of the
                                 switch.  This switch must remain in the off position.

4.1.1 Documentation on Strip Chart Recorder Paper

When the data collection platform (DCP) is not operating or is operating improperly, the
strip chart recorder becomes the only source of data from the transmissometer.  Once proper strip
chart recorder operation is verified, the following information must be recorded on the chart
paper at each site visit:

• Event markers or "ticks"

• Date and time

• Location

• Operator name

• Receiver computer display value

• Toggle "on" or "off"

• Other information such as:

- Pens zeroed

- Replacement pens/paper

- Computer reset

- Alignment off/corrected

- System timing off/corrected
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The transmissometer receiver computer outputs its A1 channel and toggle readings to the
strip chart recorder.  During normal operation, the receiver computer A1 switch is in the C (raw
reading) position and the strip chart recorder Channel A (black pen) range setting is in the 10-volt
position.  In order to get better resolution of data readings on the strip chart paper when the DCP
is not operating, the receiver computer A1 switch should be in the B (bext) position and the strip
chart recorder Channel A range setting should be in the 1-volt position.  See Figure 4-2, Example
of Strip Chart Data, for an example of bext readings on strip chart paper with Channel A range
setting on 1-volt.

It is very important that the documentation on the strip chart recorder paper is thorough
(especially the date, time, and current reading), and that the transmissometer data is being
"transferred" to the proper position on the chart paper.  For example, an bext reading of .028
should be easily distinguishable from a bext reading of .030 on the strip chart paper.

4.1.2 Removal of Strip Chart Recorder Paper and Shipment to ARS

When removing the strip chart paper, record the location, date, and time of last data on the
outside of the chart paper.  The same information should be written at the beginning of the roll of
chart paper when installing.  The procedure for changing chart paper is described on pages 2-8
through 2-10 of the Primeline 6723 Strip Chart Recorder Manufacturer's Instruction Manual.

Once the strip chart paper has been document and removed from the recorder, it should be
mailed to Air Resource Specialists, Inc. (ARS) with corresponding transmissometer log sheet
documentation.  The correct mailing address for ARS is:

Air Resource Specialists, Inc.
1901 Sharp Point Drive, Suite E
Fort Collins, Colorado   80525

Call ARS immediately if any problem arises with strip chart recorder operation,
documentation, chart paper replacement, or shipment of chart paper and log sheets.  Primary
contacts at ARS are:

Carter Blandford
Dave Beichley
Jim Wagner

ARS may be reached at the following telephone numbers:

Regular:   (303) 484-7941
FAX:       (303) 484-3423

4.2 TRANSMISSOMETER SYSTEM OPERATION VERIFICATION

This subsection describes verification checks on the transmissometer system log sheet
documentation procedures.
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Figure 4-2.  Example of Strip Chart Data.
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For data collected from the strip chart recorder to be considered valid, the transmissometer
system operation must also be verified.  Frequent site visits (twice a week instead of weekly) are
necessary for weather and visibility comparisons with the transmissometer data.  When the DCP is
not transmitting data from the transmissometer station, there is no air temperature or relative
humidity data to relate the transmissometer readings with. 

The site operator must verify proper transmissometer system operation by documenting the
following on the site operator log sheets:

• System timing - lamp "on" and "off" times and receiver display update time

• Toggle operation

• Receiver computer display reading accuracy (does the reading make sense?)

• Current and recent weather and visibility conditions

• Receiver computer switch settings

• Lamp number and lamp voltage readings

• Optical cleanliness (shelter windows and telescopes)

• Alignment location/correction

• Power supply and/or deep-cycle battery operation/maintenance

• Solar panel and regulator operation

The above documentation and operation verification information is referred to in TI 4110-
3100, Routine Site Operator Maintenance Procedures for LPV-2 Transmissometer Systems
(IMPROVE Protocol), and in TI 4110-3300, Troubleshooting and Emergency Maintenance
Procedures for Optec LPV-2 Transmissometer Systems (IMPROVE Protocol).

4.3 DIGITIZING AND CONVERTING STRIP CHART RECORDER DATA

This subsection describes procedures for identifying data points, date and time reference
points on strip chart recorder paper, and procedures for converting strip chart data into
site-specific transmissometer Level-A data files.

When the strip chart paper containing data to be converted is received at ARS (along with
the associated transmissometer log sheets), the data analyst must identify the beginning date, time,
and data reading on the strip chart paper with the help of site operator documentation on both the
chart paper and log sheets.  Once the start date, time, and data reading is identified, the strip chart
paper can be attached (using non-stick tape) to the digitizing tablet for data identification.  The
data analyst uses the digitizing tablet to scan the data points on the strip chart paper and input the
data into an ASCII/TEXT file on the ARS computer network system.
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For the data analyst to convert the strip chart data into valid transmissometer data, the
following information is needed:

• Strip chart Channel A range setting (1-volt or 10-volt)

• Lamp number from transmissometer transmitter for data in question

• Calibration number for lamp being used

• Site path distance (km) of site using the strip chart data

By using the above information and ARS strip chart data conversion software, the digitized
data can be converted into raw readings and bext readings that can be manually entered into the
site-specific Level-A (XXXX_T) file.  Refer to TI 4300-4023, Transmissometer Daily
Compilation and Review of DCP-Collected Data, for an example and description of a Level-A
transmissometer file.

To scan the data points on the strip chart paper, perform the following:

• Use the digitizing tablet's mouse to locate the boundaries of the strip chart paper's length
(identifying the "x" scale - time in 24-hour format).

• Use the digitizing tablet's mouse to locate the boundaries of the strip chart paper's width
(identifying the "y" scale - 1-volt or 10-volt).

• Using the digitizing tablet's mouse, click on each hours' data reading by following the
black pen marks opposite the red pen toggle marks (a one-hour reading for each toggle
change).  (See Figure 4-2).

The result of this scan will be the First Stage digitized ASCII/TEXT file (see Figure 4-3). 
Once the raw numbers have been identified, they can be associated with a specific date, time, and 
bext reading using the documentation information provided by the site operator on the strip chart
paper.  Using ARS strip chart data conversion software, the First Stage ASCII/TEXT file can
then be converted to a Second Stage ASCII/TEXT file with date, time, bext, and raw readings
(must use calibration number and site path distance to calculate a raw reading from the bext

reading).  See Figure 4-4 for an example of a Second Stage ASCII/TEXT file.

Before the bext and raw readings can be manually inserted into the site-specific Level-A
(XXXX_T) file, they must be rounded off to the nearest whole number (see Figure 4-5).  Once
the bext and raw readings numbers have been rounded off, the digitized strip chart data can be
manually inserted into the proper Level-A file using any plain ASCII editor.  To manually insert
the final strip chart data file into the Level-A file, perform the following:

• Locate the missing data period in the Level-A file (site-specific Level-A data files are in
F:\USERS\TRANS\XXXX_T, where XXXX is the site abbreviation).

• Insert columns 3 and 4 from the final ASCII/TEXT file (see Figure 4-5) into the proper
column positions and into the correct date and time positions of the XXXX_T file.

• Manually insert a code of 3 (data reduced from strip chart recorder) into the code
column of the XXXX_T file for every strip chart reduced data entry.
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      1 2           3                4 5 6 7
1 13.44725 3.89400 13.00000 --
2 14.51350 3.95009 -- --
3 15.44824 3.96600 -- --
4 16.53336 4.00692 -- --
5 17.47107 4.00158 -- --
6 18.45543 4.00393 -- --
7 19.52918 3.52553 -- --
8 20.52801 2.85970 -- --
9 21.53478 ********** -- --
10 22.44322 *********** -- --
11 23.45813 *********** 23.00000 --
12 24.51312 *********** -- 2.00000
13 25.55793 *********** -- --
14 26.50285 *********** -- --
15 27.51361 0.42116 -- --
16 28.55919 *********** -- --
17 29.53740 *********** -- --
18 30.55167 *********** -- --
19 31.46562 *********** -- --
20 32.47193 3.79105 -- --
21 33.49115 2.36362 -- --
22 34.46910 3.01281 -- --
23 35.50277 *********** -- --
24 36.44289 3.72777 -- --
25 37.49520 1.51310 -- --
26 38.52862 *********** -- --
27 39.41033 *********** -- --
28 40.44518 *********** -- --
29 41.53187 0.42877 -- --
30 42.51135 2.92060 -- --
31 43.49480 1.79701 -- --
32 44.57633 0.22858 -- --
33 45.49841 3.01188 -- --
34 46.50510 3.23649 -- --
35 47.50374 3.48245 23.00000 --
36 48.43491 3.61505 -- 3.00000
37 49.39043 3.63485 -- --
38 50.44734 3.64868 -- --
39 51.45123 3.69311 -- --
40 52.45694 *********** -- --
41 53.50633 3.03475 -- --
42 54.48326 2.96301 -- --
43 55.44315 3.48316 -- --

KEY Column 1 = X value (hour measurement) going length-wise on strip chart paper

Column 2 = Y value (bext  or raw reading measurement) going width-wise on strip chart paper

Column 3 = Hour scale (24-hour format)

Column 4 = Day scale (0-23 hours equals one day)

Figure 4-3.  Example of First Stage ASCII/TEXT File From Strip Chart Paper.
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   1              2      3        4         5          6                    7
1 13.4473 3.8940 13 12/04/92 15.93 389.00
2 14.5135 3.9501 14 12/04/92 13.55 395.00
3 15.4482 3.9660 15 12/04/92 12.77 397.00
4 16.5334 4.0069 16 12/04/92 11.21 401.00
5 17.4711 4.0016 17 12/04/92 11.60 400.00
6 18.4554 4.0039 18 12/04/92 11.60 400.00
7 19.5292 3.5255 19 12/04/92 31.02 353.00
8 20.5280 2.8597 20 12/04/92 63.73 286.00
9 21.5348 0.0394 21 12/04/92 727.19 4.00
10 22.4432 0.0472 22 12/04/92 692.51 5.00
11 23.4581 0.0491 23 12/04/92 692.51 5.00
12 24.5131 0.0439 0 12/05/92 727.19 4.00
13 25.5579 0.0388 1 12/05/92 727.19 4.00
14 26.5029 0.0545 2 12/05/92 692.51 5.00
15 27.5136 0.4212 3 12/05/92 361.81 42.00
16 28.5592 0.0684 4 12/05/92 640.23 7.00
17 29.5374 0.0602 5 12/05/92 664.18 6.00
18 30.5517 0.0557 6 12/05/92 664.18 6.00
19 31.4656 0.0677 7 12/05/92 640.23 7.00
20 32.4719 3.7911 8 12/05/92 19.98 379.00
21 33.4912 2.3636 9 12/05/92 93.59 236.00
22 34.4691 3.0128 10 12/05/92 55.78 301.00
23 35.5028 0.0542 11 12/05/92 692.51 5.00
24 36.4429 3.7278 12 12/05/92 22.46 373.00
25 37.4952 1.5131 13 12/05/92 162.98 151.00
26 38.5286 0.0748 14 12/05/92 640.23 7.00
27 39.4103 0.0704 15 12/05/92 640.23 7.00
28 40.4452 0.0677 16 12/05/92 640.23 7.00
29 41.5319 0.4288 17 12/05/92 358.16 43.00
30 42.5114 2.9206 18 12/05/92 60.50 292.00
31 43.4948 1.7970 19 12/05/92 135.68 180.00
32 44.5763 0.2286 20 12/05/92 455.38 23.00
33 45.4984 3.0119 21 12/05/92 55.78 301.00
34 46.5051 3.2365 22 12/05/92 44.34 324.00
35 47.5037 3.4825 23 12/05/92 33.24 348.00
36 48.4349 3.6151 0 12/06/92 27.11 362.00
37 49.3904 3.6349 1 12/06/92 26.68 363.00
38 50.4473 3.6487 2 12/06/92 25.83 365.00
39 51.4512 3.6931 3 12/06/92 24.13 369.00
40 52.4569 0.0501 4 12/06/92 692.51 5.00
41 53.5063 3.0348 5 12/06/92 57.75 303.00
42 54.4833 2.9630 6 12/06/92 58.39 296.00
43 55.4432 3.4832 7 12/06/92 33.24 348.00

KEY Column 1 =    Value (hour measurement) going length-wise on strip chart paper

Column 2 =    Y value (bext or raw reading measurement) going width-wise on strip chart
paper

Column 3 =    Hour scale (24-hour format)

Column 4 =    Date identification (month/date/year)

Column 5 =    bext reading (calculated using calibration number, site path distance, and raw
reading

Column 6 =    Raw reading (calculated using calibration number, site path distance, and bext

reading)

Figure 4-4.  Example of Second Stage ASCII/TEXT File From Strip Chart Paper.
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 1 2 3 4  

 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
 11
 12
 13
 14
 15
 16
 17
 18
 19
 20
 21
 22
 23
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
 11
 12

12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/03/92
12/04/92
12/04/92
12/04/92
12/04/92
12/04/92
12/04/92
12/04/92
12/04/92
12/04/92
12/04/92
12/04/92
12/04/92
12/04/92

27
27
28
28
28
28
28
28
27
26
25
23
23
21
20
20
20
20
20
20
23
24
25
24
24
24
24
24
23
22
23
23
23
23
22
22
18

369  
368  
366  
365  
267  
366  
367  
367  
369  
371  
374  
377  
378  
382  
385  
386  
386  
384  
384  
385  
377  
375  
374  
375  
375  
375  
375  
376  
378  
380  
379  
377  
379  
379  
381  
381  
389  

 

KEY Column 1 = Hour scale (24-hour format)

Column 2 = Date identification (month/year)

Column 3 = bext reading (rounded off to nearest whole number)

Column 4 = Raw reading (counts)

Figure 4-5.  Example of Final ASCII\TEXT File From Strip Chart Paper.
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1.0 PURPOSE AND APPLICABILITY

This standard operating procedure (SOP) outlines site selection criteria for optical
monitoring instruments operated according to IMPROVE Protocol.  Documented site selection
criteria and procedures assure consistent, quality data at sites that exhibit most or all of the
following characteristics:

• Be located in an area representative of the air mass to be monitored

• Be removed from local pollution sources (e.g., vehicle exhaust, wood smoke, road dust,
etc.)

• Have AC power, solar exposure, and/or telephone lines available

• Have telephone lines and AC power or solar exposure available

• Allow for proper orientation of nephelometer sample inlet

• Be close to an existing aerosol monitoring station or other instruments that are being
used to monitor the air mass of interest

• Be representative of the same air mass measured by associated aerosol (particle
monitors) and scene (camera) instrumentation

• Have a clear, unobstructed sight path between the transmissometer components

• Be representative of regional (not local) visibility

• Be secure from vandalism

• Have available servicing personnel (operator)

• Be reasonably accessible during all months of the year

The two (2) types of optical monitoring instruments currently operating in the IMPROVE
monitoring network are Optec NGN-2 ambient nephelometers and Optec LPV-2
transmissometers.  Additional, detailed instrument-specific site characteristic criteria are described
in the following technical instructions (TIs):

• TI 4050-3000 Site Selection for Optec NGN-2 Nephelometer Systems

• TI 4050-3010 Site Selection for Optec LPV-2 Transmissometer Systems

This SOP serves as a guideline to facilitate the following:

• Locating potential sites

• Evaluating potential sites

• Selecting the most appropriate site from the potential sites

• Finalizing the selected site
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2.0 RESPONSIBILITIES

2.1 PROGRAM MANAGER

The program manager shall:

• Inform the project manager of the location area and site-specific monitoring objectives
for a proposed optical monitoring site.

• As required, review the selected site with the project manager and project-specific
Contracting Officer's Technical Representative (COTR).

2.2 PROJECT MANAGER

The project manager shall:

• Prepare the project-specific siting and operational objectives, guidelines, and
considerations.

• Review with the field specialist photographic documentation, maps, and other
information to determine the suitability of a site.

• Select the site based on the criteria outlined in the appropriate instrument-specific
technical instructions (TIs).

• As required, review the selected site with the program manager.

2.3 FIELD SPECIALIST

The field specialist shall:

• Initiate the search for potential sites by sending the pertinent siting criteria and
associated materials to the local contact.

• Conduct a siting visit if required (always required for transmissometer sites).

• Contact local power and telephone companies for information concerning availability
and installation.

• Obtain permission to perform any site preparation that may be required.

• Obtain permission from private or public landowners for permanent access to the
monitoring location.

• Obtain permits or Environmental Impact Statements if required.

• Work with the local contact or sponsoring agency to identify a site operator and local
primary contact to service the equipment.

• Review with the project manager photographic documentation, maps, and other
information to determine the suitability of a site.

• Enter all site selection information in the site-specific Quality Assurance Database.
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2.4 LOCAL (ON-SITE) CONTACT

The local contact shall:

• Locate and document potential sites upon receiving the siting criteria and associated
materials from ARS.

• Provide the field specialist with any pertinent site-related information.

• Assist the field specialist in obtaining any site access and/or installation-related
clearances or permissions.

3.0 REQUIRED EQUIPMENT AND MATERIALS

The following equipment and materials are generally required to complete the site selection
process:

• Topographic maps of the area of interest

• Camera(s) and film to photograph the proposed site and area

• A list of monitoring objectives, requirements, and associated IMPROVE protocol
monitoring equipment

• A list of local sources affecting the air in the area of interest

• Information about the availability of AC power and telephone service

• Photographic Log

• Nephelometer siting:

-  An Optec NGN-2 Nephelometer Siting Information Form

-  Installation Site Photographs and Drawing Instructions

• Transmissometer sitings:

-  Brunton compass

-  Transmitter telescope unit with tripod

-  Tape measure

-  Signal mirrors

-  Binoculars

-  Shelter option diagrams

-  Solar panel array installation configuration diagrams



         Number 4050
         Revision 1.0
         Date OCT 1996
         Page 4 of 6

4.0 METHODS

This section describes site selection procedures and includes two (2) major subsections:

4.1  Nephelometer Site Selection Methods
4.2  Transmissometer Site Selection Methods

4.1 NEPHELOMETER SITE SELECTION METHODS

4.1.1 Locating Potential Sites

• Obtain siting and monitoring objective criteria from the project manager.

• Locate potential sites using maps and through consultation with the local contact(s).

• Send siting package to the local contact.

• Perform a field survey, document site selection with photographs and maps, and collect
information about site accessibility, security, and special requirements.

• Check returned siting package for completeness.

4.1.2 Reviewing and Selecting Potential Sites

• Evaluate potential sites after review of the siting information.

• Select the best site.

4.1.3 Finalizing Site Selection

After evaluating potential sites and selecting the most appropriate site, the following actions
are required to finalize the site selection:

• Obtain approval of the selected site from the project manager.

• Obtain approval from the program manager.

• If required, obtain approval from the project-specific COTR.

• Provide a detailed description of the proposed installation to the local contact and
property manager.

• Obtain permission for site use and any site preparation.

• Complete permits or Environmental Impact Statements if required.

• Initiate installation protocols as described in TI 4070-3000, Installation of Optec NGN-2
Nephelometer Systems (IMPROVE Protocol) and TI 4070-3001, Site Documentation
for Optec NGN-2 Nephelometer Systems.
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4.2 TRANSMISSOMETER SITE SELECTION METHODS

4.2.1 Siting Criteria

Criteria categories that must be considered when siting a transmissometer system are:

• Sight path (height above ground, length, and vertical angle)

• Air mass (the air mass along the sight path must be representative of the regional air
mass)

• Location characteristics (of the individual transmissometer transmitter and receiver
stations)

• Selection of appropriate shelters and solar panel arrays (solar-powered sites)

4.2.2 Locating Potential Sites

• Obtain siting and monitoring objective criteria from the project manager.

• Locate potential sites using maps and through consultation with the local contact(s).

• Send siting package to the local contact.

• Perform a field survey, document site selection with photographs and maps, and collect
information about site accessibility, security, and special requirements.

• Check returned siting package for completeness.

• Make a preliminary evaluation of the proposed sites.

• Schedule a siting trip and coordinate with the site operator.

• Determine the need for any clearances and document related information.

• Gather additional information and evaluate potential sites.

4.2.3 Reviewing and Selecting Potential Sites

• Evaluate proposed sites after review of the siting information and site visit.

• Select the best site.

4.2.4 Finalizing Site Selection

After evaluating potential sites and selecting the most appropriate site, the following actions
are required to finalize the site selection:

• Obtain approval of the selected site from the project manager.

• Obtain approval from the program manager.
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• If required, obtain approval from the project-specific COTR.

• Provide a detailed description of the proposed installation to the local contact and
property manager.

• Obtain permission for site use and any site preparation.

• Complete permits or Environmental Impact Statements if required.

• Initiate installation protocols as described in TI 4070-3010, Installation and Site
Documentation of Optec LPV-2 Transmissometer Systems (IMPROVE Protocol).
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1.0 PURPOSE AND APPLICABILITY

This technical instruction (TI) describes site selection requirements for Optec LPV-2
transmissometer systems to be operated according to IMPROVE Protocol.  The purpose of
documented site selection requirements and procedures is to assure consistent quality data capture
and minimize data loss by selecting a site that exhibits all or most of the following characteristics:

• Be located in an area representative of the air mass to be monitored

• Have a clear, unobstructed sight path between the receiver and transmitter

• Have adequate sight path length and height for representative monitoring of the air mass

• Be representative of the same air mass measured by associated aerosol (particle
monitors) and scene (camera) instrumentation

• Have AC power or adequate solar exposure for continuous year-round operation

• Be oriented so that lighting conditions do not affect measurements

• Be removed from local pollution influences (e.g., vehicle exhaust, wood smoke, road
dust, etc.)

• Be representative of regional (not local) visibility

• Be secure from vandalism

• Have available servicing personnel (operator)

• Be reasonably accessible during all months of the year

This TI serves as a guideline to facilitate the following:

• Locating potential sites

• Evaluating potential sites

• Selecting the most appropriate site from the potential sites

• Finalizing the selected site

2.0 RESPONSIBILITIES

2.1 PROGRAM MANAGER

The program manager shall:

• Inform the project manager of the location area and site-specific monitoring objectives
for a proposed transmissometer site.



Number 4050-3010
Revision 1.0
Date OCT 1996
Page 2 of 16

• As required, review the selected site with the project manager and the project-specific
Contracting Officer's Technical Representative (COTR).

2.2 PROJECT MANAGER

The project manager shall:

• Prepare project-specific siting and operational objectives, guidelines, and considerations.

• Review with the field specialist photographic documentation, maps, and other
information to determine the suitability of a site.

• Select the site for the transmissometer installation based on the criteria described in this
TI.

• Review the selected site with the program manager.

2.3 FIELD SPECIALIST

The field specialist shall:

• Initiate the search for potential sites by sending pertinent siting criteria and associated
materials to the local contact.

• Conduct a siting trip to the area to evaluate potential sites as determined by the local
contact and identify any other potential sites.

• Fully document and evaluate each potential site according to the criteria outlined in this
TI.

• Obtain permission to perform any site preparation that may be required.

• Obtain permission from private or public landowners for permanent access to the
transmissometer locations.

• Complete permits or Environmental Impact Statements if required by the property
managers.

• Contact the existing site operator or arrange for a new site operator to service the
instruments.

• Review with the project manager, photographic documentation, maps, and other
information to determine the suitability of a site.

• Enter all site selection information in the site-specific Quality Assurance Database.
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2.4 LOCAL (ON-SITE) CONTACT

The local contact shall:

• Locate and document potential sites upon receiving the siting criteria and associated
materials from the field specialist.

• Provide the field specialist with any pertinent site-related information.

• Review the potential sites with the field specialist during the siting visit and assist in
locating additional potential sites.

• Assist the field specialist in obtaining any site access and/or installation-related
clearances or permissions.

3.0 REQUIRED EQUIPMENT AND MATERIALS

The following equipment and materials are generally required to complete the site selection
process:

• Topographic maps of the area of interest

• Camera(s) and film to photograph the proposed site and area

• A list of monitoring objectives, requirements, and associated IMPROVE protocol
monitoring equipment

• A list of local sources affecting the air in the area of interest

• Brunton compass

• Transmissometer transmitter telescope unit with tripod

• Tape measure

• Signal mirrors

• Binoculars

• Instrument shelter option diagrams

• Solar panel array installation configurations

• A Photographic Log
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4.0 METHODS

This section describing site selection criteria and procedures and includes four (4) major
subsections:

4.1  Siting Criteria
4.2  Locating Potential Sites
4.3  Reviewing and Selecting Potential Sites
4.4  Finalizing Site Selection

4.1 SITING CRITERIA

The following sections outline and describe the siting criteria as they pertain to the
instrument, the monitored air mass, and site operation.

4.1.1 Sight Path Siting Criteria

The fundamental requirement for operation of the LPV-2 transmissometer is a clear,
unobstructed line-of-sight (sight path) between the transmitter and receiver.  Specific criteria for
sight path height, length, and vertical angle are discussed in the following subsections.

4.1.1.1 Sight Path Height

Adequate sight path height is dependent on minimizing distortion of the transmitter light
beam as viewed by the receiver.  The LPV-2 transmissometer is optically configured as follows:

Transmitter: 0.17° uniform portion of beam
1.00° total cone of light
2.30° telescope field of view

Receiver: 0.07° detector acceptance cone
1.30° telescope field of view

Also refer to Figure 4-1, Transmissometer and Receiver Telescope Reticule Diagrams.

The field of view of both transmitter and receiver telescopes should be considered when
selecting a sight path.  Optimally, the sight path should be elevated as much as possible above the
terrain surface, with both receiver and transmitter located at the edge of a dropoff.  Refer to
Figure 4-2, Sight Path Profile Examples, for depictions of acceptable and unacceptable sight path
profiles.  Figure 4-2 shows four examples:

4-2 (a) - This figure depicts an ideal sight path where both the transmitter light beam
and the receiver detector cone of acceptance are well elevated above terrain
features.

4-2 (b) - This figure depicts a good sight path.  Although the transmitter beam
touches the terrain surface, it does so at a point well away from the detector
cone.  The detector cone is also well elevated above the terrain.
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Figure 4-1.  Transmitter and Receiver Telescope Reticule Diagrams.
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Figure 4-2.  Sight Path Profile Examples.
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4-2 (c) - In this figure, the transmitter beam passes too close to the terrain surface. 
Surface heating/cooling may distort the beam.

4-2 (d) - This figure depicts a transmitter beam striking the ground within the
detector cone.  Both refraction and reflection of the beam will occur,
producing invalid measurements.

If possible, avoid locating the sight path over a body of water due to the increased
frequency of temperature inversions, fog, etc.  Optical effects due to terrain heating/cooling
turbulence can affect instrument readings if the sight path is too low over terrain features.

During the siting visit by the field specialist, the transmitter telescope (mounted on a tripod)
can be used to determine beam clearances for potential sight paths.  The transmitter telescope can
also be used to estimate receiver telescope field-of-views.  Refer to Figure 4-2, Transmitter and
Receiver Telescope Reticule Diagrams, for diagrams and descriptions of the transmitter and
receiver eyepiece reticules.

4.1.1.2 Sight Path Length

The primary consideration when determining whether a path length is acceptable, is the
expected range of visual air quality in that area.  Generally, remote areas in the western United
States require path lengths from 4-8 km, while eastern sites require 1-4 km lengths.  If the mean
visual range for the area is known, a usable path distance can be calculated as follows:

In an area with a wide range of visual air quality, the path length should be carefully
selected.

4.1.1.3 Sight Path Vertical Angle

Unless otherwise specified in the monitoring objectives for a transmissometer site, the sight
path should be as level as possible.  If siting constraints result in a significant (>1.0°) sight path
vertical angle, orientation of the receiver telescope to lighting conditions throughout the year
should be thoroughly considered (e.g., a receiver telescope viewing approximately south at an
upward angle could be susceptible to periods of receiver detector saturation, especially with low
winter sun angles).  It is generally preferable in such situations to configure the site with the
receiver at the higher point and viewing downward toward the transmitter.

4.1.2 Air Mass-Related Siting Criteria

The primary siting criterion is to ensure that the air mass along the entire sight path
between the receiver and transmitter is representative of the larger air mass to be monitored.

Specific air mass-related criteria to be considered when siting are:

• Proximity and influence of local pollution sources such as vehicle exhaust, wood smoke,
dust, etc.

033.0xRangeVisualMeanLengthPathSight =
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• Measurement of the same air mass as other aerosol or optical monitoring
instrumentation.

• Potential of significant cold air drainage.  Transmissometer readings can be adversely
affected by the varying optical properties of the sight path if cold air (typically funneled
down from higher, colder areas) flows through the sight path.

• Small-scale, localized weather/climate regimes that are not representative of the region
(e.g., areas that are susceptible to localized inversions, fog, clouds, etc.)

4.1.3 Transmitter and Receiver Site-Specific Siting Criteria

Various siting criteria to be considered as they apply to the actual transmitter and receiver
station locations are:

• Stability of Ground Surface - Frost-heaving, downslope soil movement, soil saturation,
and other earth movements will affect alignment of the instrument.

• Line Power (AC) Availability - If a receiver or transmitter system is to be line-powered
(AC), verify that 110 volt, 15 amp electrical service is available at the site.

• Potential of Power-Related Problems - Frequency of power outages at AC-powered
sites and sufficient year-round solar exposure at solar-powered sites must be considered.

• Ease of Site Access - Accessibility of the site for installation and weekly operator
servicing must be considered.

• Lightning Exposure - Sites that are susceptible to lightning strikes should be avoided.

• Security From Vandalism - Sites should be selected that minimize the potential of
vandalism or make provisions for preventative modifications to the installation to deter
vandalism.

• Local Land Manager or Land Owner Cooperation - Establish whether the local land
manager or land owner will be cooperative in allowing installation of the sites and
continuous access to the sites for the duration of the study.

• Vegetation Growth - Growth of vegetation into the sight path must be taken into
account.

• Data Collection Platform (DCP) Transmission Clearance - Verify that DCP
transmissions will not be blocked by vegetation, geographical features, or structures.

• Isolation From Radio Interference - Instrument circuitry is sensitive to strong radio
signals.  Avoid siting close to broadcast antennas or repeaters.

• Snow Accumulation - The effects of significant snowfall accumulations on instrument,
DCP, and solar panel operation should be considered.
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• Avoidance of Lighting Interference - Sunlight reflecting from solar panels, large
windows, or other large reflective surfaces near the transmitter can saturate the receiver
detector and affect readings.

4.1.4 Shelter and Solar Panel Array Configuration Selection (Solar-Powered Sites)

The following subsections describe the different types of shelters and solar panel array
installation configurations and the guidelines to be followed in the selection of these.  The local
monitoring project overseer and/or land manager should be consulted during the shelter and solar
panel array selection process to ensure compliance with local guidelines and restrictions.

4.1.4.1 Selection of Transmitter and Receiver Shelters

Refer to Figure 4-3, Transmissometer Shelter Options.

Standard transmissometer system shelters are 6' x 6' x 8' insulated wood shelters (receiver)
and 3½' x 3½' x 4½' wood or metal shelters (transmitter).  The smaller transmitter shelters can be
insulated, depending on climate severity.  The larger receiver shelter provides substantial space for
instrumentation, related equipment/supplies, and storage of shipping cases.  It also allows the
operator to perform instrument servicing while protected from weather.

The standard transmitter shelter provides adequate housing for the instrument and related
servicing supplies.  It is also relatively easy to transport and install.  Use of other shelter types
may be warranted by the following factors and constraints:

• Difficulty in transporting a larger shelter to the site

• Visual obtrusion of larger shelters

• Site configuration and/or space restrictions

• Need for additional height of transmitter telescope

• Need for protection from weather when servicing the transmitter

4.1.4.2 Selection of Solar Panel Array Configuration (Solar-Powered Sites)

Refer to Figure 4-4, Solar Panel Array Installation Configurations.

The three (3) standard types of solar panel array installation configurations are: free-
standing, shelter wall-mounted, and shelter roof-mounted.  General guidelines and considerations
for selection of solar array type are:

• Adequacy of year-round solar exposure

• Orientation of large shelter conducive to wall-mounting of array

• Minimizing visual obtrusion of the array

• Expected snowfall accumulations

• Location-specific constraints due to site configuration, terrain, vegetation, etc.
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Figure 4-3.  Transmissometer Shelter Options.

Transmitter or Receiver
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Figure 4-4.  Solar Panel Array Installation Configurations.

Free-standing
Solar Array

Shelter
Wall-mounted
Solar Array

Shelter
Roof-mounted
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4.2 LOCATING POTENTIAL SITES

Site selection begins with the process of locating potential sites in the monitoring area of
interest by the local contact.  The local contact and field specialist then prepare a site visit. 
Methods and procedures are described in the following two (2) subsections.

4.2.1 Local Contact Potential Site Location Methods and Procedures

OBTAIN SITING The field specialist obtains specific siting criteria from the project
CRITERIA manager.  Siting criteria may include regional or site-specific
                                              program objectives, meteorological conditions of the monitoring
                                              area and/or other considerations.

LOCATE Locate potential sites from maps and through consultation with
POTENTIAL local contacts familiar with the monitoring area of interest.
SITES

SEND SITING Send the transmissometer siting package to a local contact
PACKAGE TO familiar with the proposed monitoring area.  The siting package
LOCAL includes the following:
CONTACT

• A cover letter that includes a brief description of the monitoring
area and associated program objectives.

• Instrument shelter option diagrams (Figure 4-3)

• Solar panel array installation configurations (Figure 4-4)

• A disposable 35 mm camera or a camera and a roll of 35 mm print
film

• A Photographic Log (Figure 4-5)

FIELD SURVEY The local contact should review the technical and monitoring
AND SITE requirements and identify potential sites and in relation to the
SELECTION protocols provided.  Actual field surveys can be performed by the
DOCUMENTATION local contact, an ARS field specialist, or both.

The results of the field survey should include a series of photographs
of the area.  Photographs of each site location should also be
provided.  The location, azimuth, and predominant scenic features
should be documented on the provided Photographic Log.

Identify and record the selected site location(s) and sight paths on a
topographic map of the area.

Record any pertinent information regarding accessibility, security,
special requirements, etc.

Return the processed or unprocessed print film Photographic Log,
site location maps, and any other selection materials to ARS for final
review.
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Site _________________________

Roll # _______________________

PHOTOGRAPHIC LOG

EXPOSURE
NUMBER

DATE TIME DESCRIPTION/COMMENTS

Figure 4-5.  Example Photographic Log.
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CHECK Check the returned transmissometer siting package for
RETURNED completeness.  Obtain any missing information from the local  
SITING contact.  Process any undeveloped film.  Evaluate the photographs
PACKAGE of each potential site.  If additional photographs are required, send
                                          another camera or additional film to the local contact with instructions
                                          detailing the photographs required.

PRELIMINARY All the siting information received from the operator is reviewed
POTENTIAL by the field specialist and a preliminary evaluation is made of the 
SITE REVIEW                   proposed sites and sight paths.

4.2.2 Field Specialist Siting Visit Methods and Procedures

Once the preliminary review of potential sites and information provided by the local contact
is complete, a siting visit is conducted by the field specialist.  Siting visit methods and procedures
are performed as follows:

TRIP When scheduling the siting trip, verify that the local contact will
SCHEDULING  be present and have time to visit all potential sites (including any
                                            found by the field specialist during the siting visit).

VISITATION The field specialist and local contact should visit all potential sites OF
POTENTIAL established by the contact.  If necessary, more detailed  documen-
SITES tation (photographs, map locations, etc.) should be made of the sites.

LOCATION AND The field specialist determines if there are any additional
DOCUMENTATION potential sites and documents these fully.
OF ADDITIONAL
POTENTIAL SITES

EVALUATION OF The field specialist shall make a preliminary evaluation of all
POTENTIAL SITES potential sites based on the criteria listed in Sections 4.1.1, 4.1.2, and
                                           4.1.3, establish a primary potential site, and at least one alternative
                                           site.  This evaluation should be reviewed with the local contact and
                                           also his/her superior.  Tentative installation configurations,
                                           instrument shelters, power provisions, support equipment, installation
                                           assistance, site clearances, etc. should be discussed at this time.

CLEARANCES Determine if any clearances (for installation access or related
activities, clearing of vegetation, archeological, etc.) are needed.  If so,
establish and document who is involved in the process and the
approximate time frame necessary to obtain the clearance(s).

MISCELLANEOUS Document all miscellaneous information that could be pertinent
INFORMATION to installation or operation of the system.  This may include, but is not
                                            limited to, the following:

• Names, addresses, and numbers for regular and backup operators,
land managers, etc.
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• Local power company and the local contact person (if either
transmitter or receiver site will be AC-powered)

• Local businesses that carry installation or operation-oriented
supplies (hardware stores, lumber yards, electrical supply stores,
etc.)

• Shipping address and other shipping information for the site

Obtain a local telephone book for future reference.

4.3 REVIEWING AND SELECTING POTENTIAL SITES

Upon completion of the siting trip, the following procedures and tasks are performed for
review and selection of the transmissometer installation site:

COMPILATION OF The field specialist compiles all information from the returned siting
INFORMATION package and the siting trip for presentation to the project manager. 
                                           The information materials should include the following for each
                                           potential site:

• Full photographic documentation of proposed transmitter and
receiver sites and sight paths.

• Sight path specifications (e.g., path length, height, vertical angle,
etc.) and individual site specifications (location, elevation, etc.).

• A list of advantages and disadvantages for each potential site and
sight path.  Degree of conformity with the monitoring program-
specific criteria and the general siting criteria (refer to Section 4.1)
should be noted for each site and sight path.

• Map(s) with designated sites and sight paths.

SELECT BEST The project manager and field specialist review all potential site-
 SITE related information and select the sight path and transmitter and
                                           receiver sites that best meet the monitoring program-specific and
                                           general siting criteria.

4.4 FINALIZING SITE SELECTION

After evaluating potential sites and selecting the most appropriate site, the following actions
are required to finalize the site selection:

• Obtain approval of the selected site from the project manager.

• As required, the final site selection and related information are presented to the program
manager and/or the project-specific COTR for final review and approval.

• If required, obtain approval from the project-specific COTR.
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• Provide a detailed description of the selected site, transmitter and receiver station
configurations, and the installation methods to the local contact and property manager.

• Obtain permission to use the site and arrange for any site preparation from the property
manager, land manager (public lands), or land owner (private lands).

• Compile permits or Environmental Impact Statements (EISs) if required by the property
manager.

• Initiate installation protocols as described in TI 4070-3010, Installation and Site
Documentation for Optec LPV-2 Transmissometer Systems (IMPROVE Protocol).
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NRCS SNOTEL STANDARDS AND SPECIFICATIONS 
Revised August 1982 

 
PRECIPITATION GAGE 

 
Definition 
 
A device designed to catch and store precipitation. 
 
Scope 
 
This standard applies to all gages used throughout the SNOTEL system and in other mountain 
area data acquisition systems. 
 
Purpose 
 
To measure seasonal and shot term increments of precipitation approximating the natural fall of 
precipitate and being relatively unaffected by wind. 
 
Installation Criteria 
 
Sensor installation criteria must be in accordance with standards specified fro the remote data site 
location specifications. 
 

1. This gage shall not be installed on slopes greater than 25 percent and shall not interfere 
with proper operation of other sensors at the site. 

2. The gage shall be anchored to concrete footings or an equally stable device where 
concrete is disallowed by landowner or physically impossible footings shall be minimum 
10” diameter with minimum depths as follows 

 
24” for 12’ gage height 
30” for 16’ gage height 
36” for 20+’ gage height 

3. Plumbing lines shall be minimum 3/8” inside diameter if copper, or ½” outside diameter 
if Tygon or plastic, buried in a minimum of 6” deep on a gradual slope with no loops or 
other configurations that would trap air. 

4. Provide manometer inside shelter house that conforms to standards specified for snow 
pillows. 

5. Height shall be dictated by maximum snow depth over a minimum 10-year period. 
Orifice must remain at a minimum of 3 feet above maximum snow depth. 

 
Operation 
 

1. Vanes of wind baffle must swing freely and remain in proper position relative to orifice, 
i.e., 1/2 “ above orifice. 

2. Standard glycometh solution (60% methanol and 40% ethylene glycol) shall be used as 
antifreeze. Each charge of the gage shall include a top layer a minimum of 0.4 inches 
thick of evaporation preventing fluid, such as oils having SUC ratings near 70-100, pour 
point of -600 or lower. Refrigerant oils such as Standard’s Rycon #11 or Texaco 600 
Transformer oils are examples. 



 

 

3. An annual maintenance inspection and recharging of the gage is recommended except in 
areas of extreme remoteness and if the gage is sized to handle multiple years’ 
accumulation of precipitation. Each recharge procedure should include the following 
steps: 

a. Record manometer levels. 
b. Activate manometer mounted on side of gage. 
Note: This should be activated only during the recharge, remaining off during all 
other times. 
c. Drain all contents of gage except 6 inches, keeping gooseneck entry line to 

plumbing covered and avoiding an air lock or debris entry into plumbing line. 
 

4. If excessive oil layer, debris, or other obstructions need to be removed from storage can, 
drain entire contents, and clean bottom interior of storage can via the 3-inch diameter 
plug. 

 
NOTE: This plug may be very difficult to reseal on earlier models of this SNOTEL 
precipitation gage. Gage operations will be improved if inside walls are washed with a long 
handled brush and solvent to remove oil and debris deposits. To accomplish this task the gage 
plumbing should be disconnected and the gage laid over on its side. 
 
5. Quantity of antifreeze (glycometh) used to recharge the gage will be according to the 

attached chart. Take note of the footnotes to ensure the proper charge at time of the year 
other than October 1, or to account for a complete draining of the gage. 

6. Plumbing line to instrument shelter shall be checked for continuous flow without air 
bubbles or blockages, and to refill the line and manometer with a fresh charge of 
antifreeze-water solution. Remove mono tube from wall, lay down, and allow a quart of 
solution to flow through the tube. Catch all fluid and return to the gage. An alternative is 
to blow in the shelter end of the manometer tube to force fluid back into the gage. Allow 
to stabilize, and observe whether the fluid level returns to its previous level repeat as 
necessary until the stabilized fluid level is consistent for several cycles. 

7. Paint must be kept in good condition and match color scheme of site. 
 
Construction 
 
The gage will be constructed as shown on Plate No. 1, attached, except as follows: 
 

1. Part number 1 shall be 12 feet, 16 feet, 22 feet, and 26 feet for gauges, Items No. 
1,2,3,and 4, respectively, of the Schedule of Items. The length of parts number 9,11,25, 
and 29, must be such that the top of the manometer remains at the same distance below 
the top of part number 1 as shown on Plate 1. 

2. Replace part number 23 with a brass tee (as exemplified by Imperial Eastman No. 127-B 
Tee) and two brass needle valves (as exemplified by Imperial Eastman No. 312-C ¼ X 
¼). 

3. Item 2 shall read: Base, Allow 6061T6, ¼” X 36” X36” with 4 each 7/8 inch holes and a 
2 inch hole drilled as per the drawing Plate No. 3. 

4. Item 3 shall read: Gusset, Alloy 6061T6, ¼” X 19” X 36”. 
5. Item 6 shall read: Saddle, AL, 2” X 6” X 6” (rolled to 6” R). 
6. Add Item 6.a. which shall read: Flat, bar ring, ¼” X 4”, alloy 6061T6. 
7. Item 27 shall read: Elbow, 900, galvanized steel, 1 ½” pipe, 1 ½”. 
8. Item 62 omit. 
9. Note 4 omit. 



 

 

10. Add a Note 6 which shall read: Cross-section A-A and List Item No. 27 are revised to use 
a 900 elbow in place of the nipple. The elbow will be positioned so that the cap (No. 28) 
is on the top.  

11. Add a Note 7, which shall read; Each gusset shall be welded to the stand-pipe in the 
following manner. Weld both sides to the standpipe from the base plate up 17 inches to 
the diaphragm. The top of the gusset will be notched on the inside ¼” deep and 4” long. 
At this notch, the gusset will be welded to the ¼” X 4” flat bar ring that has been slipped 
over the standpipe and heat shrunk to fit. See Plate 2 for details. 

12. Testing 
 
Each completed precipitation gage assembly shall be tested and certified free from leaks prior 
to shipment. Testing shall be accomplished by filling the standpipe with a fluid containing no 
less than 50 percent methyl alcohol to a depth of at least 60 inches. The fluid shall contain a 
fluorescent dye, and shall be left in the standpipe for a minimum of 12 hours. 
 
13. Painting  
 
The gage assembly exterior shall be painted. The surface shall be prepared by cleaning with 
solvent to remove grease and oils. A thin coat of vinyl wash primer (containing zinc 
chromate) shall be applied. One coat of multipurpose flatting base as exemplified by 
Sherwin-Williams D64T4 or equivalent shall be applied as a finish coat. The finish color of 
the top outside 36” of stand-pipe (1.) shall be flat black.  The color of the balance of the 
exterior shall blend with the environment. 
 
The finished surface shall be free from runs, drops, ridges, laps or excessive brush marks and 
shall present no variation in color, texture, and finish.   





 
 
 
 

 
 

NADP 
 

Site Operation Manual 
 

Manual 1999-01 
 
 



NATIONAL TRENDS NETWORK
SITE OPERATION MANUAL

NADP Manual 1999-01

A Cooperative Research Support Program of the
State Agricultural Experiment Stations (NRSP-3)

Federal and State Agencies
and Private Research Organizations

NATIONAL ATMOSPHERIC DEPOSITION PROGRAM



For information about the
National Atmospheric Deposition Program (NADP), contact:

NADP Program Office
Illinois State Water Survey

2204 Griffith Drive
Champaign, IL 61820-7495

NADP Home Page:  http//nadp.sws.uiuc.edu
E-mail:  nadp@sws.uiuc.edu

Phone:  217/333-2213
Fax:  217/244-0220

The Illinois State Water Survey is an Affiliated Agency of the University of Illinois and a Division of the Illinois Department of Natural Resources.

http://nadp.sws.uiuc.edu


NATIONAL TRENDS NETWORK
SITE OPERATION MANUAL

prepared by Scotty R. Dossett and Van C. Bowersox
NATIONAL ATMOSPHERIC DEPOSITION PROGRAM

Illinois State Water Survey
2204 Griffith Drive

Champaign, Illinois 61820-7495
July 1999



This manual was printed on recycled and recyclable papers

ii

Dossett, Scotty R., and Van C. Bowersox. 1999. National Trends Network
Site Operation Manual. National Atmospheric Deposition Program Office
at the Illinois State Water Survey. NADP Manual 1999-01. Champaign, IL.



CONTENTS

1 Introduction ......................................................................................................................... 1-1
1.1 Atmospheric Deposition: Why Be Concerned? ..................................................................... 1-1
1.2 NADP Monitoring: Program History and Objectives ........................................................... 1-2
1.3 NADP Status: Current and Future ......................................................................................... 1-3
1.4 References ............................................................................................................................. 1-6

2 National Trends Network Monitoring Program ............................................................... 2-1
2.1 NTN Monitoring Strategy ...................................................................................................... 2-1
2.2 Site Selection ......................................................................................................................... 2-1
2.3 Field Site Operations ............................................................................................................. 2-2

2.3.1 The Standard Sampling Period .................................................................................. 2-5
2.3.2 Sample Types............................................................................................................. 2-5

2.3.2.1 Wet-Deposition-Only Sample .................................................................... 2-5
2.3.2.2 Bulk Sample ............................................................................................... 2-5
2.3.2.3 Undefined Sample ...................................................................................... 2-6

2.4 Site Support and Management ............................................................................................... 2-6
2.4.1 Sponsoring Agency Responsibilities ......................................................................... 2-6
2.4.2 Operating Agency Responsibilities ........................................................................... 2-7

2.5 Site Personnel ........................................................................................................................ 2-7
2.5.1 The Site Operator ....................................................................................................... 2-7
2.5.2 The Site Supervisor ................................................................................................... 2-8

2.6 Technical Support .................................................................................................................. 2-9
2.6.1 Central Analytical Laboratory ................................................................................... 2-9
2.6.2 Program Office ........................................................................................................ 2-10
2.6.3 USGS and USEPA Quality Assurance Programs .................................................... 2-11

2.7 References ........................................................................................................................... 2-12

3 NTN  Site Operating Procedures ....................................................................................... 3-1
3.1 General Guidelines ................................................................................................................ 3-1
3.2 Field Procedures .................................................................................................................... 3-1

3.2.1 Preparing for Sample Collection ............................................................................... 3-1
3.2.1.1 Check Mailer Contents upon Receipt ......................................................... 3-1
3.2.1.2 Prepare to Service Field Site ...................................................................... 3-2

3.2.2 Changing Wet-Side Field Bucket and Checking Equipment .................................... 3-2
3.2.2.1 Weekly Sampling Routine .......................................................................... 3-3
3.2.2.2 Bulk Sampling ............................................................................................ 3-6

3.2.3 Maintaining Dry-Side Bucket and Foam Lid Seal ..................................................... 3-6
3.2.3.1 Cleaning Dry-Side Buckets at Field Laboratory ......................................... 3-6
3.2.3.2 Changing Dry-Side Buckets and Cleaning Foam Lid Seal ......................... 3-7

3.2.4 Nonstandard Sample Periods ..................................................................................... 3-7
3.2.5 Servicing the Belfort Recording Raingage ................................................................ 3-8
3.2.6 Summary of Field Procedures ................................................................................. 3-10

iii



3.3 Completing Field Observer Report Form (FORF) .............................................................. 3-10
3.3.1 SITE, Block 1 .......................................................................................................... 3-12
3.3.2 OBSERVER, Block 2 .............................................................................................. 3-12
3.3.3 BUCKET ON/OFF,  Block 3................................................................................... 3-12
3.3.4 SITE OPERATIONS, Block 4................................................................................. 3-13
3.3.5 SAMPLE CONDITION, Block 5 ............................................................................ 3-13
3.3.6 BUCKET SAMPLE WEIGHT, Block 6 ................................................................. 3-14

3.3.6.1 Measure Any Leakage .............................................................................. 3-14
3.3.6.2 Weigh the Sample ..................................................................................... 3-15

3.3.7 PRECIPITATION RECORD, Block 7 .................................................................... 3-15
3.3.7.1 Precipitation Type ..................................................................................... 3-16
3.3.7.2 Precipitation Amounts .............................................................................. 3-16
3.3.7.3 Weight Recheck and Collection Efficiency .............................................. 3-16
3.3.7.4 Detailed Interpretation of Precipitation and Event Recorder Traces ........ 3-17

3.3.7.4.1 Chart Features .................................................................................. 3-17
3.3.7.4.2 Event Recorder Transcription .......................................................... 3-19
3.3.7.4.3 Reading the Raingage Chart ............................................................ 3-20
3.3.7.4.4 Reporting Daily Precipitation Amounts: Arranging Events

to Fit Field Form .............................................................................. 3-21
3.3.8 SAMPLE CHEMISTRY, Block 8 ........................................................................... 3-22

3.3.8.1 Transferring Liquid from Field Bucket .................................................... 3-22
3.3.8.1.1 Decanting into Sample Bottle .......................................................... 3-23
3.3.8.1.2 Sample Bottle Usage ....................................................................... 3-24

3.3.8.2 General Field Laboratory Analysis ........................................................... 3-24
3.3.8.2.1 Filling Vials for Field Chemistry Measurements ............................ 3-25

3.3.8.3 Conductance Measurement ....................................................................... 3-26
3.3.8.3.1 Standardize Meter and Cell ............................................................. 3-26
3.3.8.3.2 Measure Conductance of Distilled Water ........................................ 3-26
3.3.8.3.3 Measure Quality Control Check Sample Conductance ................... 3-26
3.3.8.3.4 Measure Precipitation Sample Conductance ................................... 3-27
3.3.8.3.5 Store Conductance Cell ................................................................... 3-27

3.3.8.4 pH Measurement....................................................................................... 3-27
3.3.8.4.1 Prepare pH Meter and Electrode for Testing ................................... 3-27
3.3.8.4.2 Calibrate pH Meter .......................................................................... 3-28
3.3.8.4.3 Purge pH Electrode Tip with Distilled Water .................................. 3-28
3.3.8.4.4 Measure Quality Control Check Sample pH ................................... 3-29
3.3.8.4.5 Measure Precipitation Sample pH ................................................... 3-29
3.3.8.4.6 Store pH Electrode........................................................................... 3-29

3.3.9 SUPPLIES, Block 9 ................................................................................................. 3-29
3.3.10 REMARKS, Block 10 ............................................................................................. 3-30

3.4 Mailing Instructions ............................................................................................................. 3-30
3.4.1 Field Buckets ........................................................................................................... 3-30
3.4.2 Sample Bottles ......................................................................................................... 3-31
3.4.3 Final Items ............................................................................................................... 3-31

3.5 Recordkeeping at the Site .................................................................................................... 3-32

iv



4 Preliminary Data Printouts ................................................................................................ 4-1
4.1 Report Headings .................................................................................................................... 4-1
4.2 CAL Field Printout ................................................................................................................ 4-2
4.3 CAL Preliminary Printout ...................................................................................................... 4-5
4.4 Monthly News and Notes ...................................................................................................... 4-7
4.5 Usage Reminder .................................................................................................................... 4-7

5 Field Site Maintenance ........................................................................................................ 5-1
5.1 Immediate Site Area Maintenance......................................................................................... 5-1

5.1.1 Vegetation Maintenance ............................................................................................ 5-2
5.1.2 Obstructions in Wind Field ....................................................................................... 5-2

5.2 Field Site Equipment Maintenance........................................................................................ 5-2
5.2.1 Aerochem Metrics 301 Precipitation Collector (see also Appendix C) .................... 5-2

5.2.1.1 Sensor and Motor Box Checks ................................................................... 5-2
5.2.1.2 Sensor Head Cleaning ................................................................................ 5-3
5.2.1.3 Dry-Side Changes, Lid Seal Cleaning and Replacement ........................... 5-3
5.2.1.4 Winter Operation ........................................................................................ 5-4

5.2.2 Belfort B5-780 Recording Raingage (see also Appendix D) .................................... 5-5
5.2.2.1 Winter Operation ........................................................................................ 5-5
5.2.2.2 Calibration, Turnover, and Sensitivity Checks ........................................... 5-6

5.2.2.2.1 Calibration ......................................................................................... 5-6
5.2.2.2.2 Turnover Check ................................................................................. 5-7
5.2.2.2.3 Sensitivity Check ............................................................................... 5-7

5.3 Replacement of Field Equipment Components ..................................................................... 5-7
5.4 Power Requirements for Field Site Operation ....................................................................... 5-7

5.4.1 110 Volt AC Line Power ........................................................................................... 5-8
5.4.2 12 Volt DC Power ..................................................................................................... 5-8

5.5 References ............................................................................................................................. 5-9

6 Quality Assurance Programs .............................................................................................. 6-1
6.1 NTN Site Systems and Performance Survey ......................................................................... 6-1
6.2 Blind-Audit Program ............................................................................................................. 6-2
6.3 Intersite Comparison Program ............................................................................................... 6-3
6.4 Collocated Sampler Program ................................................................................................. 6-3
6.5 Field Blank Program .............................................................................................................. 6-4
6.6 References ............................................................................................................................. 6-4

7 Directory ............................................................................................................................... 7-1
7.1 NADP - Central Analytical Laboratory ................................................................................. 7-1
7.2 NADP Program Office .......................................................................................................... 7-2
7.3 External Quality Assurance Programs ................................................................................... 7-3
7.4 Instrument Manufacturers ...................................................................................................... 7-3

v



vi

Appendices

A. National Trends Network Equipment Requirements ............................................................ A-1
B. pH and Conductivity Measurement Troubleshooting Guide ................................................ B-1
C. Precipitation Collector Troubleshooting Guide .................................................................... C-1
D. Recording Raingage Troubleshooting Guide.......................................................................  D-1



vii

Figure 1-1. The atmospheric cycle of air pollutants ........................................................................ 1-1
Figure 1-2. National Trends Network (December 31, 1998) .. 1-4
Figure 2-1. A typical NTN site ........................................................................................................ 2-1
Figure 2-2. Ecoregions of the conterminous United States showing Domain, Division, and

Province (after Bailey, 1976) ........................................................................................ 2-3
Figure 2-3. Technical support of NTN sites .................................................................................... 2-9
Figure 3-1. Pack the mailer for the field site ................................................................................... 3-2
Figure 3-2. Check the sensor temperature ....................................................................................... 3-3
Figure 3-3. Activate the sensor with water ...................................................................................... 3-4
Figure 3-4. Put the lid on the bucket ............................................................................................... 3-4
Figure 3-5. Note comments on the plastic bag ................................................................................ 3-5
Figure 3-6. Check that event recorder pen is up .............................................................................. 3-5
Figure 3-7. Check the lid seal fit ..................................................................................................... 3-5
Figure 3-8. Mark the pen position ................................................................................................... 3-8
Figure 3-9. Check the operation of the event recorder .................................................................... 3-9
Figure 3-10. Field Observer Report Form ....................................................................................... 3-11
Figure 3-11. Block 1 ........................................................................................................................ 3-12
Figure 3-12. Block 2 ........................................................................................................................ 3-12
Figure 3-13. Block 3 ........................................................................................................................ 3-12
Figure 3-14. Block 4 ........................................................................................................................ 3-13
Figure 3-15. Block 5 ........................................................................................................................ 3-13
Figure 3-16. Block 6 ........................................................................................................................ 3-14
Figure 3-17. Measure sample leakage .............................................................................................3-14
Figure 3-18. Upper portion of Block 7 ............................................................................................ 3-15
Figure 3-19. Lower portion of Block 7, weight recheck.................................................................. 3-17
Figure 3-20. Sample raingage chart ................................................................................................. 3-18
Figure 3-21. Raingage chart section ................................................................................................ 3-19
Figure 3-22. Transcribe event recorder trace ................................................................................... 3-19
Figure 3-23. Chart point 0 ............................................................................................................... 3-20
Figure 3-24. Chart point 1 ............................................................................................................... 3-20
Figure 3-25. Chart point 2 ............................................................................................................... 3-20
Figure 3-26. Chart point 4 ............................................................................................................... 3-21
Figure 3-27. Chart point 8 ............................................................................................................... 3-21
Figure 3-28. Decant the liquid ......................................................................................................... 3-23
Figure 3-29. Block 8 ........................................................................................................................ 3-24
Figure 3-30. Rinse and fill four vials .............................................................................................. 3-25
Figure 3-31. Measure the conductance standard ............................................................................. 3-26
Figure 3-32. Remove the soaker bottle ............................................................................................ 3-27
Figure 3-33. Insert the electrode into the vial .................................................................................. 3-28
Figure 3-34. Block 9 ........................................................................................................................ 3-29
Figure 3-35. Block 10 ...................................................................................................................... 3-30
Figure 3-36. Make sure the CAL address shows ............................................................................. 3-31
Figure 4-1. CAL field printout ........................................................................................................ 4-3

LIST OF FIGURES



viii

Figure 4-2. CAL preliminary printout ............................................................................................. 4-6
Figure 5-1. An idealized site ........................................................................................................... 5-1
Figure 5-2. Removing the lid seal ................................................................................................... 5-4
Figure 5-3. An idealized DC solar system ...................................................................................... 5-8

TABLES

Table 3-1. Chart Precipitation Record ......................................................................................... 3-22
Table 3-2. Daily Precipitation Record ......................................................................................... 3-22
Table 5-5. Catch Bucket Freezing Temperature ............................................................................. 5-6



ACKNOWLEDGMENTS

This manual was revised with guidance from the Network Operations Subcommittee of the
National Atmospheric Deposition Program.

Contributors to previous versions include Van C. Bowersox, Jacqueline Peden, Mark Peden,
Richard Semonin, Gary J. Stensland, and Scotty R. Dossett of the Illinois State Water Survey; D.L.
Sisterson and P.M. Irving of Argonne National Laboratories; and David Bigelow, Nicholas Field,
Gary Lear, Susan Smith, and Carol Simmons of the Natural Resource Ecology Laboratory, Colorado
State University; and Herbert Volchock (deceased) of the U.S. Department of Energy, Health and
Safety Laboratory.

Several Illinois State Water Survey staff contributed their computer, word processing, graphics
design, and editing expertise. The authors wish to thank Greg Dzurisin, Joyce Fringer, Linda Hascall,
and Eva Kingston for their assistance.

This version was edited by members of the NADP Network Operations Subcommittee. The
authors wish to thank the following individuals for their efforts:

Joel Frisch, U.S. Geological Survey Office of Atmospheric Deposition Analysis
Susan Randall Johnson, Minnesota Pollution Control Agency
John Robertson, Past Program Chair
Jane Rothert, Illinois State Water Survey
Jim Trochta, Wisconsin Department of Natural Resources

ix



FOREWORD

This manual is a detailed guide for the operation of a National Atmospheric Deposition Program/
National Trends Network (NTN) wet deposition monitoring station. A description of program history
and organization is included so that Site Operators can understand the development of the network.

We would appreciate receiving your comments or suggestions about the content or the style of this
manual. Please forward your ideas to:

NADP Program Office
Illinois State Water Survey
2204 Griffith Drive
Champaign, IL 61820-7495
Phone: 217/333-2213
Fax:  217/244-0220
E-mail:  nadp@sws.uiuc.edu
NADP Home Page: http://nadp.sws.uiuc.edu

The procedures outlined in this manual do
not address safety problems associated with
the operation of the monitoring station. Each
Site Operator and Supervisor are responsible
for establishing appropriate safety and
health practices .

x

http://nadp.sws.uiuc.edu


SUMMARY OF REVISIONS

This manual is the third revision of the original 1978 Field Observer Instruction Manual by
Richard Semonin and Herbert Volchock. Several procedural changes have occurred within the
program since the original manual was printed. The table below lists additions and changes in NTN
Site Operation protocols since 1994. For information regarding procedural changes prior to 1994,
please contact the Program Office (see inside front cover for contact information).

Revisions Date

Major revision of all sections of the manual with an emphasis on updating
information, language, graphics, and on producing an all-electronic document.
Specific changes include:

� Reorder of the Summary of Revisions.

� Revision of text to accommodate the title change of the network from the
National Atmospheric Deposition Program to the National Trends
Network (NTN).

� Revision of text to eliminate references to dry-side field bucket
sampling. In October 98 the submission of these for analysis and
reporting was discontinued.

� Revision of Field Observer Report Form (FORF) for project name,
sponsorship, contact information, and elimination of dry-side sampling
and supplies provided by the Central Analytical Laboratory (CAL).
Changes include:

Header � Revision of support listing
� Changes and additions to main header to list CAL site liaison

information
� Revision of �for office use only� block

Block 1 Study block deleted
Block 3 Eliminated, and subsequent blocks reordered (i.e., Block 4

�Bucket� now Block 3)
Block 7 Elements added to 1) direct observer to segregate precipitation

type and amount, 2) discern sample bottle box.
Block 8 Boxes for �Precipitation Sample Corrected� and �Precipitation

Sample pH� were made bold.
Block 9 Ordering of supplies rearranged

� Inclusion of graphics and photos in Sections 1, 2, and 3 to diversify the
text and to augment procedural explanations.

July 99

xi



� Revision of Section 3 to separate FORF blocks into discrete sections
and integrate the evaluation of the recording raingage chart and
sample chemistry into their specific blocks. Addition of graphics
depicting each block within its respective section.

� Revision of the Section 3 Field Chemistry section:
� Include use of a 4.9 pH, 14 (mS/cm) quality control (QC) check

sample.
� Delete the reference to external calibration of conductivity

meters.
� Include a distilled water measurement procedure between the

buffers and the QC check sample during pH measurements.

� Modification of Section 5 to add special procedures throughout text.

� Revision of Section 6 to add information dealing with a new U.S.
Geological Field Blank program.

� Revision and expansion of Section 7.

The network switched to an enhanced sample transfer protocol.  A snap-
on lid is used to retrieve the sample from the field site. Any liquid in the field
bucket is decanted into a 1-liter (L) high-density polyethylene bottle for
shipment to the Central Analytical Laboratory.  Instead of using a syringe to
withdraw a 20-mL aliquot for field chemistry, the vials used are filled from the
1-L bottle.  Any sample volume in excess of ~900 grams is discarded. Since
the entire sample is no longer available, the evaluation of contaminants in the
sample and the field sample weight shifts from the CAL to the site.  The
sample is no longer in contact with the �O-ring� gasket found in the old style
hammer-on lids. Section 3 of the manual was substantially edited to accom-
modate new procedures.

Jan 94

Revisions Date

xii

July 99
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1 Introduction

1.1 Atmospheric Deposition: Why Be Concerned?

Every year the National Atmospheric Deposition Program (NADP) fulfills thousands of re-
quests for data, maps, and other information through its World-Wide-Web site. These requests come
from scientists and policy-makers and from students and other people interested in using NADP data
to address important questions about the health of our atmosphere. The NADP is now in its third
decade and has a continuous record of more than 20 years of precipitation chemistry data at some
sites. The length and quality of the NADP data record are due to the steadfast efforts of NADP Site
Operators who have spent several hundred thousand hours collecting and measuring samples. Why
do we keep such diligent vigil over what�s in our precipitation? The answer lies in our need to
monitor how human activities and the forces of nature affect our air and precipitation quality, i.e., the
health of our atmosphere. The information we gain will equip us to make more responsible decisions
about how to preserve and improve our air quality and how to manage our agricultural, forest,
aquatic, cultural, and energy resources.

As rain or snow forms and falls, it scavenges or removes particles and gases from the air.
Precipitation deposits these substances on the earth�s surface. Differences in the chemical makeup of
precipitation from one sampling site to another reflect differences in the form or quantity of pollut-
ants scavenged from the atmosphere at these sites. Changes in precipitation chemistry at a site occur
from week to week and from year to year. Monitoring precipitation chemistry over space and time
helps us describe the chemical climate in a region and throughout the country. Many factors affect
the chemical climate: emissions of pollutants to the atmosphere, how these pollutants are mixed or
dispersed in the air, how they are transported by the wind, how they chemically change or transform
during transport, and finally how they are scavenged by precipitation or removed as dry deposition
(Figure 1-1). This description makes it apparent that the interplay of meteorology and atmospheric
chemistry affect precipitation chemistry in defining our chemical climate.

Figure 1-1.  The atmospheric cycle of air pollutants.
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Figure 1-1 depicts how pollutants cycle through the atmosphere. Some pollutants remain rela-
tively unchanged during this cycle. For example, soil particles may be transported without change
from a  source area, such as a field, to a sink, such as a forest downwind of the field. During this
source-to-sink cycle, other pollutants undergo physical and chemical changes. For example, sulfur
dioxide is a gas when emitted from its point source, a tall smokestack. Before being scavenged by
precipitation or removed as dry deposition, sulfur dioxide may be transformed into tiny sulfuric acid
droplets or into ammonium bisulfate particles. Whether pollutants are merely relocated or are chemi-
cally transformed during this atmospheric cycle, it is now recognized that atmospheric deposition
significantly affects the supply of both essential and potentially injurious compounds available to
natural systems. It also affects the weathering and corrosion rates of building materials and struc-
tures, our cultural resources.

Atmospheric deposition affects the nutrient status, growth, and development of plants on land
and in surface waters. It may benefit agricultural crops by adding nutrients that promote growth.
Plant growth also may be stimulated when the acids in precipitation accelerate the weathering of
soils, making minerals more readily available. Growth stimulation in certain unmanaged forests,
however, may make the trees less hardy and more vulnerable to the stresses of cold weather and
disease. Adding nutrients to surface waters may boost algal production, and when these algae die,
they sometimes deplete the oxygen supply below levels that support fish. The health and reproduc-
tive capacity of fish can also be influenced by the atmospheric deposition of acids and other trace
constituents. Where precipitation is acidic, it can speed the corrosion of exposed metals and the
weathering of unprotected stone building surfaces and statues. In these examples, atmospheric
deposition has an influence on biological and geological systems, playing an important role in the
biogeochemical cycle, and it modifies natural weathering and corrosion processes.

Because precipitation is an efficient scavenger of the particles and gases dispersed in the atmo-
sphere, precipitation chemistry is a good indicator of the pollutants in our air. Changes in the chemi-
cal composition of precipitation reflect changes in atmospheric composition. Atmospheric deposition
plays an important role in the biogeochemical cycle and in the weathering and corrosion of exposed
building surfaces and statues. Pollutant emissions are expected to change because of legislated
reductions and inadvertent changes in natural sources. There is a continuing need to make careful
measurements of precipitation chemistry and thus monitor the health of our atmosphere.

1.2 NADP Monitoring:  Program History and Objectives

In October 1977, the North Central Region of the State Agricultural Experiment Stations
(SAES) established Project NC-141, entitled �Chemical Changes in Atmospheric Deposition and
Effects on Agricultural and Forested Land and Surface Waters in the United States.� Interest in
Project NC-141 grew out of concern over reports of increasing acidity of rain and snow in the eastern
United States and from the recognition that human activities had greatly increased the emissions and
deposition of atmospheric pollutants. An expert panel meeting at the National Academy of Sciences
in 1976 recommended that a nationwide network be installed to measure the spatial and temporal
trends in atmospheric deposition. Scientists could use data from this network to examine the connec-
tion between emissions and precipitation chemistry and between precipitation chemistry and poten-
tial impacts on agriculture, forests, rangelands, streams, and lakes. Among the first accomplishments
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of Project NC-141 was to begin installing a network of sampling sites. The first sites in the NADP
monitoring network began operations in the summer of 1978, and by the end of that year 22 sites had
joined the network.

All four SAES regions endorsed NADP as Interregional Project IR-7 in 1982. This endorsement
accompanied the growth of the network to 106 sites in 41 states plus a site in American Samoa and
three sites installed alongside Canadian network sites in the provinces of Alberta, Ontario,  and Nova
Scotia. A decade later, the SAES reclassified IR-7 as National Research Support Project NRSP-3,
entitled �The National Atmospheric Deposition Program�A Long-term Monitoring Program in
Support of Research on Effects of Atmospheric Chemical Deposition.� The objective of Project
NRSP-3 is to provide a national framework for collecting and disseminating quality-assured atmo-
spheric deposition data:

1. To characterize geographic patterns and temporal trends in biologically important chemical
deposition.

2. To support research activities related to (a) the productivity of managed and natural
systems; (b) the chemistry of surface and ground waters, including estuaries; (c) the health of
domestic animals, wildlife, and fish; (d) human health; (e) the effects of atmospheric
deposition on visibility and materials; and (f) discerning source-receptor relationships.

In October 1981, the U.S. Congress established the National Acid Precipitation Assessment
Program (NAPAP) to increase our understanding of the causes and effects of acid precipitation.
Federal agencies worked together in this comprehensive ten-year program to conduct research,
monitoring, and assessment activities intended to develop a firm scientific basis for reducing the
effects of acid precipitation. This program sought to operate a long-term, high-quality National
Trends Network (NTN) to detect and measure acid precipitation. Under the NAPAP design, the U.S.
Geological Survey (USGS) was charged with leading network development and operation. The
NADP siting criteria, operating equipment, procedures, and analytical laboratory were adopted by
NTN, and the two networks merged with the designation NADP/NTN.  Recognizing that the net-
work needed more sites to have representative data on precipitation chemistry in all ecoregions, the
federal agencies supported the installation of new sites, particularly in the western United States
(Robertson and Wilson, 1985).  By the end of 1985, the network had grown to nearly 190 sites.  In
1998, the network designation, NADP/NTN, was shortened to NTN.

1.3 NADP Status: Current and Future

Figure 1-2 shows the active sites in the NTN as of December 31, 1998.  The network operates
in 46 states, has 200 active sites, and extends from Puerto Rico and the Virgin Islands in the east to
Alaska in the west. Two of the network sites are paired collocated sites, operating two collectors and
precipitation gages. Collocated sampling is one component of the network quality assurance pro-
gram. Another is collecting samples at sites where other networks collect samples. For example,
NTN operates two network-comparison sites alongside federal Canadian sites in the Canadian Air
and Precipitation Monitoring Network (CAPMoN): one site in Quebec Province, Canada, the other
in central Pennsylvania.  Collocated and network-comparison sampling are quality assurance activi-
ties designed to evaluate the overall precision and comparability, respectively, of network data.
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Figure 1-2.  National Trends Network (December 31, 1998).
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NAPAP, the ten-year program responsible for the design and operation of the NTN,  continues
under the most recent amendments to the federal Clean Air Act. NTN data are necessary to evaluate
the status and effectiveness of the acid deposition control program implemented under these amend-
ments. The Act seeks to reduce the adverse effects of acid deposition through reductions in annual
emissions of sulfur dioxide and nitrogen oxides. The first round of sulfur dioxide emission reduc-
tions occurred on January 1, 1995.  According to the Act, a second round of reductions must occur
before January 1, 2000, lowering the total annual sulfur dioxide emissions to 10 million tons below
1980 levels. With nearly 200 sites measuring precipitation chemistry in the major ecoregions of the
United States, the NTN is well-positioned to provide the data necessary to assess the location and
magnitude of changes in precipitation chemistry resulting from these emissions reductions.

Complementing the NTN is a research network, the Atmospheric Integrated Research Monitor-
ing Network (AIRMoN), that focuses on detecting how sources and meteorology affect precipitation
chemistry on a day-to-day basis. AIRMoN joined NADP in October 1992.  Data from this network
are combined with results from atmospheric models that track air movements. Together, the
AIRMoN measurements and air parcel trajectories are used to investigate the nature of the relation-
ship between sources and precipitation chemistry. AIRMoN also evaluates new sample collection
methods and preservation methods designed to arrest the biodegradation of ammonium, an important
nutrient, and losses of free acidity. As of December 31, 1998, there are ten AIRMoN sites, all located
in the eastern United States.

Another network, the Mercury Deposition Network (MDN), with 38 sites as of December 31,
1998, joined NADP in January 1996. MDN reports the total mercury concentrations in all samples
and methyl mercury concentrations in  some samples. Nearly 40 states have advisories against
consuming fish from certain lakes because of high mercury concentrations in the fish tissues.  MDN
data enable researchers to examine the importance of the atmospheric transport and deposition of
mercury from distant sources as a cause of this problem.

With the addition of AIRMoN and MDN, NADP now operates three precipitation chemistry
networks. Data from these networks are used to address a number of important contemporary issues.
For example, NADP data are being used:

� To assess the effect of sulfur dioxide emissions reductions on sulfate in precipitation.
� To update the recommendations for sulfur fertilizer applications in light of the lower sulfur

amounts deposited by precipitation in many areas of the country.
� To estimate the amount and importance of atmospheric inorganic nitrogen deposited to

inland and coastal waters in which nutrient enrichment degrades the water quality.
� To explore the causes of the downward trend in base cation concentrations in precipitation

and the effect this may have on the fertility of some acidic forest soils.
� To continue to monitor how acidic lakes and forests respond to the changing chemistry of

precipitation.
� To examine the relationship between pollutant sources, air quality, and precipitation quality.
� To determine the deposition rate of mercury to lakes and streams and evaluate the relative impor-

tance of atmospheric deposition and other sources of mercury in causing high mercury levels in fish.
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Support for NADP comes from a diverse group of sponsors and participants, ranging from
landowners that provide a site location to federal agencies that fund dozens of sites.  These include a
high school, the U.S. Military Academy, the Kennedy Space Center, Native American tribal organi-
zations, private companies, city governments, state agencies, universities, Forest Experiment Sta-
tions, State Agricultural Experiment Stations, national laboratories, agencies of the Canadian govern-
ment, the U.S. Geological Survey, the National Oceanic and Atmospheric Administration, the U.S.
Environmental Protection Agency, the National Park Service, the U.S. Forest Service, the Bureau of
Land Management, the U.S. Fish & Wildlife Service, the Tennessee Valley Authority, and the Coop-
erative State Research, Education, and Extension Service.

The dedication of NADP sponsors and Site Operators continues to make NADP one of the most
successful cooperative programs in the United States. Here�s what scientists have said in review of
the NADP, �The monitoring program is perhaps the most significant long-term, continuous, and
comprehensive sampling and analysis program to be undertaken in the environmental sciences�
(Jansen et al., 1988).  Extending this record so that future peer reviewers can say no less is the
challenge of every person involved with the NADP today.

1.4 References

Jansen, J., K. Aspila, M. Hoffman, G. Ohlert, and J. Winchester. 1988. Session Summary Report.
NAPAP Task Group IV, Wet Deposition Monitoring Peer Review.  National Acid Precipitation
Assessment Program, 722 Jackson Place, NW, Washington, D.C.

Robertson, J., and J. Wilson.  1985.  Design of the National Trends Network for Monitoring the
Chemistry of Atmospheric Precipitation. U.S. Geological Survey, Circular 964, Alexandria, VA.
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Figure 2-1.  A typical NTN site.

2 National Trends Network Monitoring Program

2.1 NTN Monitoring Strategy

In establishing the NTN, sponsors and partici-
pants have sought to ensure long-term commitment
and uniformity of siting criteria, sampling protocols,
analytical methods, and data validation procedures.
Complemented by long-term operations, this unifor-
mity is essential to obtain data on how the chemical
climate in the nation�s ecoregions is changing over
seasons, years, and decades. This uniformity helps to
ensure that data are geographically representative and
comparable from site to site. To this end, NTN
participation requires use of prescribed field instru-
ments to collect and measure precipitation (see
Figure 2-1 and Appendix A). Sites also must conform
to fixed site selection and installation criteria and
must follow identical procedures for collecting,
handling, and measuring samples. Although the
amount and type of data may vary, certain minimum
data must accompany every sample.

Every NTN sample is sent to the Central Analytical Laboratory (CAL), operated by the Illinois
State Water Survey in Champaign, Illinois. The CAL provides site support, chemical analysis, and
data validation services for the NTN. As overall indicators of precipitation quality, the CAL mea-
sures pH and conductivity, which are also measured at field sites. The CAL also analyzes samples for
the following constituents: sulfate (SO4

2-), chloride (Cl-), nitrate (NO3
-), ammonium (NH4

+), ortho-
phosphate (PO4

3-), sodium (Na+), potassium  (K+), calcium (Ca2+), and magnesium (Mg2+). These ions
characterize the inorganic chemistry of precipitation. For example, NO3

-, NH4
+, and PO4

3- are the
principal inorganic nutrients in precipitation. Hydrogen ion (H+, measured as pH), SO4

2-, and NO3
-

are the well-known constituents of �acid rain�; and Ca2+, Mg2+, and K+ are important base cations in
precipitation. Field and laboratory data are verified and screened at the CAL, following a standard
set of data validation procedures to ensure accuracy and representativeness of NTN data.

Finally, the U.S. Geological Survey (USGS) and U.S. Environmental Protection Agency
(USEPA) administer external quality assurance programs that continuously review and evaluate field
sites, their operations, and those of the CAL.

2.2 Site Selection

NTN sites were selected to provide regionally representative data for use in characterizing the
geographic patterns and temporal trends in atmospheric chemical deposition. To avoid unrepresenta-
tive influences from nearby sources, NTN sites were installed predominantly away from urban areas
and point sources of pollution, such as coal-fired power plants or other industrial operations. A
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regionally representative site typifies an area or region, which is distinguished from other regions by
vegetation, soil types, climate, or other properties. An overarching consideration in the NTN design
(Robertson and Wilson, 1985) was to measure atmospheric deposition in every ecologically similar
region, i.e., an ecoregion, as defined by Bailey (1978). The number of sites in the ecoregions was set
in proportion to the ecoregion areas, shown in Figure 2-2. This basic distribution of sites was aug-
mented by other important considerations, such as

• location of atmospheric pollutant sources.
• amount and frequency of precipitation.
• location of rapid changes (i.e., sharp spatial gradients) in atmospheric deposition.
• measurement of pollutant fluxes across national borders.
• chemical deposition to sensitive agricultural, aquatic, and forested areas.

Finally, where it was possible to support deposition effects research, sites were located where bio-
logical, limnological, geological, atmospheric chemistry, or related studies were already underway.

New sites continue to be added to the NTN to support research on emerging topics such as
biogeochemical cycling in watersheds, excess nutrients in estuarine waters, and other problems.
Protocols for establishing NTN monitoring sites are contained in the NADP/NTN Instruction
Manual: Site Selection and Installation (NADP, 1984), which is available from the NADP Program
Office (see Section 7.2 for contact information).

2.3 Field Site Operations

Atmospheric deposition occurs as wet and dry deposition. Wet deposition includes the mixture
of dissolved gases and particles and undissolved particles that occur in liquid or frozen precipitation
(i.e., rain, snow, sleet, and hail). These substances are present in precipitation at part per million, or
lower, levels. These very dilute concentrations require that extreme care be exercised to avoid intro-
ducing contamination when collecting, handling, and measuring samples. All sample containers are
cleaned and provided only by the CAL. To minimize contamination, the CAL follows rigorous
cleaning procedures using ultra-pure deionized water. Another source of contamination of wet
deposition samples is dry deposition, which occurs continuously and includes gases and particles
transferred to the earth�s surface by physical processes other than precipitation. Gravitational settling,
wind-driven impaction, absorption of airborne pollutants, dew, frost, and fog are all dry deposition
mechanisms. A wet-deposition-only sample is a wet deposition sample collected only during precipi-
tation so that significant dry deposition is excluded. Collection of uncontaminated wet-deposition-
only samples is the primary goal of NTN field site operations.

The NTN requires that every site use two commercially available instruments for the collection
and measurement of precipitation: the Aerochem Metrics 301 precipitation collector (ACM) and the
Belfort B5-780 recording raingage, which are pictured in Figure 2-1. The electrically powered ACM
collector automatically collects precipitation samples for chemical analysis, and the Belfort gage
mechanically measures and records the amount of precipitation. Appendix A lists the field site
equipment requirements.
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Figure 2-2.  Ecoregions of the conterminous United States showing Domain, Division, and Province
(after Bailey, 1976).

HUMID TEMPERATE

Warm Continental
1 Laurentian Mixed Forest
2 Columbia Forest
Hot Continental
3 Eastern Deciduous Forest
Subtropical
4 Outer Coastal Plain Forest
5 Southeastern Mixed Forest
Marine
6 Willamette-Puget Forest
7 Pacific Forest
Prairie
8 Prairie Parkland
9 Prairie Brushland
10 Tall-Grass Prairie
Mediterranean
11 California Grassland
12 Sierran Forest
13 California Chaparral

DRY

Steppe
14 Great Plains-Shortgrass Prairie
15 Rocky Mountain Forest
16 Palouse Grassland
17 Upper Gila Mountains Forest
18 Intermountain Sagebrush
19 Colorado Plateau
20 Mexican Highland Scrub Steppe
21 Wyoming Basin
Desert
22 Chihuahuan Desert
23 American Desert

HUMID TROPICAL

Savanna
24 Everglades

HUMID TEMPERATE = Domain
Warm Continental = Division
1 Laurentian Mixed Forest = Province

24

4
49

8

3

3

3

5

8

1

1

1
14

14

10

5

19
17

23

22

2118

15

20

12

13

11

7

6
16

2

15



2-4
7/99

The ACM collector has side-by-side 3.5-gallon linear polyethylene (LPE) buckets, one labeled
WET and the other labeled DRY on the instrument base. (Elsewhere in this manual, the terms wet-
side bucket or wet side of the collector are used to refer to the side of the ACM collector labeled
WET; a similar convention applies to the side labeled DRY.) Between precipitation events a motor-
driven lid covers the wet-side bucket. The underside of this lid has a compressible pad (called a lid
seal) that seals the wet-side bucket from exposure to the atmosphere. When precipitation occurs, a
sensor activates the motor, which moves the lid from the wet-side bucket to the dry-side bucket.
While precipitation accumulates in the wet-side bucket, the dry-side bucket protects the lid seal from
contamination by splash and dry deposition. The sensor is heated so that when precipitation ends, it
dries and activates the motor to once again cover the wet-side bucket. For NTN, the purpose of the
wet-side bucket is to collect wet-deposition-only samples. The purpose of the lid seal is to protect
these wet-deposition-only samples from evaporation and contamination by dry deposition. The dry-
side bucket serves two purposes: (1) to protect the lid seal from contamination during precipitation,
and (2) to collect precipitation that is missed by the wet-side bucket so that this missed precipitation
can be reported. Because of malfunctions in the ACM sensor, motor, power supply, etc., not all
samples are wet-deposition-only. Section 2.3.2 defines the three NTN sample types for which the
definitions are based on the exposure of the wet-side bucket to atmospheric (wet and dry) deposition.

The Belfort gage is a spring-scale device with a wind-up or battery-powered clock that spins a
recording chart drum. The Belfort catch bucket is always open to receive precipitation. Precipitation
that accumulates in the catch bucket compresses the spring scale.  Through a mechanical linkage, the
spring scale deflects a pen in proportion to the precipitation amount. This pen records the precipita-
tion amount on the chart drum. Since the chart drum makes one complete revolution every 8 days, it
records the amount and time of precipitation. In addition, the gage is equipped with an event recorder
that records the duration of the opening of the wet-side bucket. The purpose of the Belfort gage is to
measure precipitation with a device that is independent of the automated ACM collector and is
specifically designed to record precipitation amounts. The purpose of the event recorder is to record
the opening and closing of the wet-side bucket in a way that can be readily compared with the occur-
rence of precipitation. This comparison is an important way to verify that the sample in the wet-side
bucket is a wet-deposition-only sample.

Every Tuesday Morning (NADP,1994), the NTN training video available from the CAL (see
Section 7.1 for contact information), describes the procedures that every Site Operator is expected to
follow (see Section 2.5.1 for responsibilities).  Every Tuesday morning, the Site Operator travels to
the field site, notes any changes or unusual circumstances in the immediate area, collects the bucket
from the wet side of the ACM collector and replaces it with a CAL-cleaned bucket, changes the chart
in the Belfort gage, and performs checks to ensure the field equipment is operating properly. The Site
Operator then transports the bucket and gage chart to the field lab where the bucket is weighed and
the sample it contains (up to 1 liter) is transferred to a sample bottle. If the sample weighs 70 grams
or more, a portion is poured from the sample bottle and used for field chemistry measurements. The
remaining sample is sent to the CAL for chemical analysis. All data and information for the sample
are recorded on the NTN Field Observer Report Form (FORF) sent to the CAL along with the
sample bottle, gage chart, and used bucket.
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2.3.1 The Standard Sampling Period

The sampling period is the time interval that begins when the bucket is installed in the wet side
of the ACM collector and ends when it is removed. Below are several descriptions of standard
sampling  periods:

• Samples accumulate for 1 week, Tuesday to Tuesday.
• Wet-side buckets are removed and replaced at approximately 9 a.m. (0900 hours) local time each

Tuesday. If it is raining or snowing at collection time, buckets are changed after precipitation stops
or as dictated by the Site Operator’s travel schedule. To ensure standardization among sites, samples
should be from 6 to 8 days in duration. To be included in the NTN data and statistical summaries,
sampling periods must not exceed 194 hours, i.e., 8 days and 2 hours.

• Wet-side buckets are replaced weekly, measured, and sent to the CAL even when no precipitation
was collected. Buckets containing no precipitation may be used for “field blanks,” which are
checked for the same ions as precipitation and are used to assess possible contamination. “Field
blanks” are part of the NTN quality assurance program and are described in Section 6.5.

Every 8 weeks the dry-side bucket is replaced with a bucket cleaned on site. The lid seal, too, is
cleaned on this same schedule. See Section 3.2.3 for a detailed description of these procedures.

2.3.2 Sample Types

2.3.2.1 Wet-Deposition-Only Sample

A wet-deposition-only sample is a wet deposition sample collected only during precipitation so
that significant dry deposition is excluded. Collection of uncontaminated wet-deposition-only
samples is the highest priority of NTN field site operations. During normal operation of the ACM
collector, the wet-side bucket is uncovered when precipitation is occurring and is covered when
precipitation is not occurring, i.e., during dry weather. Short periods of exposure to dry weather may
occur, however, while the sensor is drying after precipitation ends. To accommodate this limitation in
the ACM sensor performance, the NTN applies an operational definition of a wet-deposition-only
sample as a sample that has been exposed to dry weather for 6 hours or less during the 1-week
sampling period. Another limitation of the ACM sensor is its insensitivity to drizzle and light snow,
which causes the precipitation amount in the bucket to be lower than the amount in the Belfort gage.
Note that the operational definition is based on the sample’s limited exposure to dry deposition, not
on the agreement between precipitation depths in the wet-side bucket and in the Belfort gage (re-
ferred to as “collection efficiency” and discussed in Section 3.3.7.3).

2.3.2.2 Bulk Sample

A wet-side bucket exposed continuously to the atmosphere during the entire sampling period is
defined as a bulk sample. A bulk sample is collected when the ACM lid is positioned and secured
over the dry-side bucket by the Site Operator. The Site Operator chooses this protocol because the
ACM collector has failed the tests to open and close normally during precipitation and dry weather,
respectively. An ACM collector malfunction or power problem is the most common cause of the
problem. While collecting a wet-deposition-only sample is the highest priority for NTN field opera-

7/04
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tions, collecting a bulk sample is preferable to collecting no sample or an undefined sample (see Section
2.3.2.3). That’s because exposure of bulk samples to the atmosphere is well-defined. Bulk samples are
flagged in the NTN database so that data users can distinguish them from wet-deposition-only samples.

2.3.2.3 Undefined Sample

Any sample that is not a wet-deposition-only or bulk sample is an undefined sample. An unde-
fined sample occurs when the ACM collector malfunctions or fails and the wet-side bucket is open
during dry weather for more than 6 hours. Typically, this equipment problem occurs during a sam-
pling period, making it difficult to ascertain exactly when abnormal exposure of the wet-side bucket
began. One example is when the ACM sensor heater stops working and the sensor dries only under
ambient conditions. If a nighttime rain shower occurs during this scenario, the wet-side bucket may
remain open until the sensor is heated the next day by the sun. Another example is when a switch
fails and the ACM lid cycles continuously between the buckets. In both examples, detailed documen-
tation would be needed to communicate the conditions under which the wet-side buckets were
exposed to wet and dry deposition. Since this documentation is not available, the NTN defines these
samples as undefined samples and flags the data as invalid.

2.4 Site Support and Management

Section 1.2 describes the origin and evolution of NADP, which is SAES National Research
Support Project-3, a long-term monitoring program in support of research on the effects of atmo-
spheric chemical deposition. Project NRSP-3 forms the basis for agencies of the federal government,
state and local governments, and other public and private research organizations to cooperate in
pursuit of commonly held goals and objectives. It also provides the organizational framework for
governing the NTN. NTN methods and procedures are set by the NADP Technical Committee. All
site Sponsoring and Operating Agencies are representatives, as are other interested persons, includ-
ing scientists, technicians, policy-makers, and managers who attend the annual meeting. Interested
persons are encouraged to become active in the Technical Committee and in one or more of its three
subcommittees, the Network Operations Subcommittee, the Data Management and Analysis Sub-
committee, and the Environmental Effects Subcommittee. The NADP Web page (see Section 7 for
the address) contains up-to-date information on past and upcoming meetings.

Every NTN site has a Sponsoring Agency and an Operating Agency. For some sites the Spon-
soring and Operating Agencies may be the same. These Agencies are generally responsible for
ensuring that the equipment, facilities, materials, resources, and people are available to run the site
and for paying for CAL and NADP Program Office services. All sites are expected to have the
required equipment and to follow the NTN standard operating procedures described in Section 3.

2.4.1 Sponsoring Agency Responsibilities

Describing the nation’s chemical climate requires a high-quality data set. Success in meeting
this goal requires the stable long-term commitment of NTN’s Sponsoring Agencies. Sponsoring
Agencies support one or more sites and are members of the NADP Technical Committee. Each site
must have a Sponsoring Agency in order to participate in the NTN.

7/99
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Sponsoring Agency responsibilities include:

� Providing funds to pay for NTN participation, which includes the services provided by the CAL
and NADP Program Office.

� Partnering with an Operating Agency (see Section 2.4.2) to ensure a site has the material resources
and people to maintain and operate the site in compliance with NTN requirements and standard
operating procedures.

� Participation in the NADP Technical Committee and Subcommittees.

2.4.2 Operating Agency Responsibilities

Each NTN site has an Operating Agency that ensures the site is equipped properly, the equip-
ment is installed in compliance with network siting criteria, and that standard site operational proce-
dures are followed. Operating Agencies and Sponsoring Agencies cooperate to provide the resources
necessary to fulfill these obligations. Operating Agencies designate a Site Supervisor (see Section
2.5.2) who oversees site operations and assists in solving operational or other problems. Operating
Agencies are members of the NADP Technical Committee.

Operating Agency responsibilities include:

� Providing and maintaining an ACM collector and Belfort gage equipped with an event recorder to
collect and measure precipitation at the field site and a weighing scale, pH meter, and conductivity
meter/cell to measure the sample weight, pH, and conductivity in the field laboratory (see Appen-
dix A).

� Arranging for the resources to install, operate, and maintain a field site and field laboratory,
including (1) land-use (e.g., lease) agreements, (2) site security, (3) travel to the site, (4) compli-
ance with site installation criteria, (5) adequate DC (solar/battery) or AC power for the ACM
collector, (6) repair/replacement of pH meter and conductivity meter/cell as needed, (7) initial
training of the Site Operator, and (8) the cost of sending samples to the CAL.

� Providing a Site Operator (see Section 2.5.1) who operates and maintains the site and helping the
Site Operator to solve operational or siting problems when they arise.

� Participating in the NADP Technical Committee and Subcommittees.

2.5 Site Personnel

Each site has a designated Site Operator and Site Supervisor who perform the routine and
occasional special tasks necessary to operate the site in accordance with standard NTN procedures
and criteria.

2.5.1 The Site Operator

The Site Operator has primary responsibility for monitoring equipment operation and mainte-
nance, physical maintenance of the site, weekly collection and measurement of samples, sample
documentation, and submission of samples and documentation to the CAL. One or more observers
may assist the Site Operator in these responsibilities. Excluding travel to the site, Site Operators
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generally spend about 2 hours performing their weekly duties. Through their diligence to these
duties, Site Operators are largely responsible for determining the quality of NTN data. Their coopera-
tion and dedication continue to make NTN one of the most successful environmental monitoring
programs anywhere.

Site Operator duties include:

� Travel to the field site and inspect the site and equipment every Tuesday.
� Collect the wet-side bucket from the ACM collector and the Belfort gage chart.
� Install a new Belfort gage chart and clean ACM collector bucket for the next sample.
� Perform routine equipment maintenance or repairs as needed or prescribed.
� Transport the bucket and Belfort gage chart to the field laboratory.
� Weigh the bucket and transfer the sample it contains to a sample bottle.
� For samples of 70 grams or more, remove a portion from the sample bottle to measure sample pH

and conductivity.
� Read and interpret the event recorder and precipitation records on the Belfort gage chart.
� Record the precipitation data, field chemistry data, and all other sample data and information on

the NTN FORF.
� Ship the sample bottle, used bucket, completed FORF, and Belfort gage chart to the CAL within 48

hours of sample collection.
� Perform occasional special maintenance (see Section 5) or quality assurance tasks in cooperation

with the CAL or other agencies.
� Contact the CAL with any questions about equipment or procedures.

Section 3 describes the Site Operator procedures in detail. Another resource is the training
video, Every Tuesday Morning, which demonstrates the procedures that Site Operators follow. All
Site Operators should have a copy of this video. See Section 7.1 for information on where to get a
copy of the video. In addition, the NADP Program Office sponsors an annual Site Operator Training
Course, and Site Operators are encouraged to attend. See Section 7.2 for contact  information about
the next course.

2.5.2 The Site Supervisor

The Site Supervisor is responsible for overseeing site operations and for ensuring that proto-
cols are followed.  A Site Supervisor may be on site or remote; however, the tasks remain essentially
the same.

A Site Supervisor:

� Ensures that the Site Operator follows standard NTN site operational procedures.
� Reviews the site data, especially the reports and summaries issued by the CAL and NADP Program

Office, to look for anomalies and possible problems.
� Assists the Site Operator in troubleshooting operational or procedural problems and works with the

Sponsoring or Operating Agencies to arrange for resources needed to correct these problems.
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Figure 2-3.  Technical support of NTN sites.

2.6 Technical Support

Sites receive technical support from four organizations: (1) the NTN Central Analytical Labora-
tory (CAL), (2) the NADP Program Office, (3) the USGS Branch of Quality Systems, and (4) a
USEPA contractor, Advanced Technology Systems (ATS), Incorporated, which conducts site systems
and performance surveys. Technical support from these organizations covers a broad range of topics,
including guidance in installing sites, day-to-day help in troubleshooting equipment malfunctions,
assistance with pH and conductivity measurement problems, and conducting site performance
evaluations. Figure 2-3 illustrates the relationship between these organizations and NTN sites.

Section 7 lists contact information for these organizations.
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All NTN samples are sent to the CAL at the Illinois State Water Survey (ISWS). The CAL
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On receipt of a sample, the CAL replaces the used bucket, lid, and sample bottle with clean
ones and returns these supplies to the site. Other expendable supplies (see Section 3.3.9 for a list of
supplies available from the CAL) are included when indicated on the NTN FORF. In addition, the
CAL supplies parts from the NADP Network Equipment Depot (NED). One of these items, the foam
lid seal for the ACM collector, is replaced annually at all sites. It is also replaced if it becomes
damaged. The CAL replaces other parts when they fail to operate properly. Replacement parts from
the NED include the ACM motor box and sensor, the weighing mechanism and clock for the Belfort
gage, and the event recorder, which records the opening and closing of the wet-side bucket of the
ACM collector and is mounted in the Belfort gage.

Staff at the CAL enter data from each FORF into a database management system and check data
completeness and accuracy. Field data from the FORF are combined with the chemical analytical
data from the laboratory and the combined data set is reviewed. Each month Site Operators and Site
Supervisors receive a preliminary data report from the CAL (see Section 4). These reports contain
notes and descriptions of errors that alert Site Operators and Supervisors of potential problems or
inconsistencies requiring corrections or further checks to confirm data accuracy. In addition, CAL
staff screen the data to flag samples that have been grossly mishandled, are contaminated, or are not
wet-deposition-only samples. Most importantly the CAL provides full-time assistance to help site
personnel identify and solve equipment, operational, or procedural problems; help resolve data
problems; and answer questions. Communications between site personnel and the CAL are by toll-
free telephone or FAX or e-mail (see Section 7.1 for contact information). When the data verification
and quality assurance checks have been completed, the data are delivered to the NADP Program
Office. The CAL also conducts annual training courses for Site Operators.

2.6.2 Program Office

The NADP Program Office provides overall management of the NTN by coordinating the
network activities of the Sponsoring Agencies, Operating Agencies, Site Supervisors, and Site
Operators. It also manages the network quality assurance program by coordinating the quality assur-
ance activities of the CAL, the USGS, and the USEPA. The Office receives quality-assured data from
the CAL and stores and manages these data in the NADP database. Primary access to NTN data is
through the NADP Web site (http://nadp.sws.uiuc.edu) maintained by the Program Office. The
Program Office also issues data summaries, reports, and brochures, and is responsible for archiving
network documents and making copies available on request. Information about locating and install-
ing a site or site equipment and about the cost of participation in the NTN is also available from the
Program Office. The Program Office manages the agreement that establishes the services provided
by the CAL, and it manages the NED and provides for the repair and refurbishment of NED equip-
ment. Other responsibilities of this Office include coordination of the activities of the NADP Techni-
cal Committee, its Subcommittees, and other Committees, and coordination with other U.S. and
international networks. Finally, the Program Office is responsible for arranging the annual Site
Operator training course conducted by the CAL.

http://nadp.sws.uiuc.edu
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2.6.3 USGS and USEPA Quality Assurance Programs

The USGS and USEPA support a number of quality assurance programs that address field site
operations. Results of these programs provide the NADP Program Office, funding agencies, and site
personnel with information on whether siting criteria are met, equipment meets operational specifi-
cations, standard operational procedures are followed, and measurement bias and precision meet
NTN targets. Both agencies issue reports of their findings. Copies can be obtained from the NADP
Program Office (see Section 7 for an address).

Current USGS and USEPA quality assurance programs are listed below and are described more
completely in Section 6:

� NTN Site Systems and Performance Surveys (ATS, Inc., under USEPA contract). Trained inspectors
visit each site approximately every 2 years to check for siting and equipment problems, ensure
that standard NTN procedures are followed, and provide Site Operators with assistance in making
equipment adjustments or solving problems. At the conclusion of the visit, a brief report is deliv-
ered to the Site Operator and Supervisor, and a complete report is sent to the CAL.

� Blind-Audit Program (USGS). Site Operators send the CAL a synthetic sample disguised as a wet
deposition sample. The sample analysis is used to assess possible biases in NTN measurements
resulting from the sample containers, handling, and analysis. A site sends one blind-audit sample to
the CAL about once every other year.

� Intersite Comparison Program (USGS). Site Operators report the pH and conductivity measure-
ments of a synthetic solution of composition unknown to them. These tests are performed twice a
year. Assistance is available to Operators who have problems with these measurements (see Ap-
pendix B, which deals with troubleshooting pH and conductivity measurement problems).

� Collocated-Sampler Program (USGS). Site Operators run paired, collocated ACM collectors and
Belfort gages, collecting two samples and changing two raingage charts each week. At the field site
and at the CAL, these samples are treated independently as if from separate sites. Data from this
program provide estimates of the overall precision of NTN wet deposition measurements from the
point of sample collection through data verification and screening. Collocated samplers are oper-
ated at a site for 1 year; then the second set of equipment is moved to another network site.

� Field Blank Program (USGS). Site Operators add a synthetic solution to the wet-side bucket at the
end of a sampling period when no precipitation occurred. The Operator handles the solution as if it
were a wet deposition sample, sending it to the CAL for analysis. The sample analysis is used to
assess possible biases in NTN measurements from a sample container left in the ACM collector for
an entire sampling period, then handled and analyzed as if it were a precipitation sample.

For a listing and contact information of the agencies and individuals involved in these pro-
grams, see Section 7.
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3 NTN  Site Operating Procedures

This section contains detailed procedures for the operation of an NTN field site. It includes
information about regular equipment checks, collecting samples from the field, performing field
chemistry measurements, recording data, and shipping samples to the laboratory.

Following these procedures helps to ensure the uniform, high-quality data that NTN seeks and
to minimize the possibility that data will be invalidated.

3.1 General Guidelines

The success of the NTN depends upon each Site Operator�s continuing commitment to follow the
procedures outlined in this manual. Each Site Operator is expected to adhere to these general guidelines:

� Measure wet deposition using only an Aerochem Metrics (ACM) 301 precipitation collector and
Belfort B5-780 recording raingage equipped with an event recorder.

� Maintain equipment in good working order.
� Maintain areas surrounding the collector as described in Section 5 of this manual.
� Submit prospective site or equipment moves or modifications to the Program Office for review

prior to implementation.

And, most important:

� Follow the weekly Tuesday to Tuesday sample collection schedule and submit samples with a
completed Field Observer Report Form (FORF) and raingage chart to the Central Analytical
Laboratory (CAL) for analysis.

3.2 Field Procedures

In this section the terms field bucket and sample bottle are used. The ACM collector has side-
by-side buckets, one labeled WET and the other DRY on the instrument base. The term field bucket, is
used for the bucket installed on the WET side of the collector. The sample bottle is the 1-liter bottle
used to send the sample to the CAL.

3.2.1 Preparing for Sample Collection

3.2.1.1 Check Mailer Contents upon Receipt

Each site is allocated a supply of at least six mailers. At any time two or three mailers should be
available on site. Rotate through the stock of mailers at least every 6 weeks.

Open and inspect the black mailer from the CAL immediately upon receipt to verify that all
supplies are present and in good condition. The mailer should contain:

� A 1-liter high-density polyethylene (HDPE) wide-mouth sample bottle (bagged)
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� A standard NTN 3.5-gallon linear polyethylene (LPE) field bucket (bagged)
� A snap-on lid for the field bucket (bagged)
� Supplies or items you have requested via a previous FORF (see Section 3.3.9) or other items from

the CAL

Remove the sample bottle from the mailer and carefully store it in its plastic zippered bag in a
clean, dry place in the laboratory.  Never take the sample bottle to the field site.

3.2.1.2 Prepare to Service Field Site

To change the bucket on the collector and service the recording raingage, take the following
supplies to the field site (Figure 3-1):

� The black mailer containing the bagged field
bucket and snap-on lid

� A notebook and pen to record comments about
contamination in the bucket, equipment
malfunctions, and activities near the site
(burning, farming, etc.)

� A permanent ink marker to write comments
directly onto the field bucket bag

� A few lab wipes or tissues in case something
needs to be wiped clean (to remove bird
droppings on the sensor, for example)

� A plastic squeeze bottle containing distilled
water to activate the sensor on the ACM collector

� A raingage chart No. 5-4046-BI for the Belfort. Note: Use only this chart. It was especially pre-
pared for NTN.

3.2.2 Changing Wet-Side Field Bucket and Checking Equipment

Replace the field bucket on the collector every Tuesday morning at 0900 hours local time.
Slowly and carefully change the bucket using the procedures described below.  Note any contami-
nants present in the wet-side field bucket and precipitation in the dry-side bucket.

If precipitation occurs during the site visit, there are two collection options available, depending
on time and travel schedules:

1. Collect the sample after precipitation stops. This is the easiest option if a brief shower
occurs and a break in precipitation is imminent. Otherwise, the sample can be collected later
on Tuesday.

2. Collect the sample during precipitation. Be careful to prevent contamination from clothing,
an umbrella, the collector lid, or the bucket lid from entering the field bucket.

Figure 3-1. Pack the mailer for the field site.
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Time and travel schedules and steady precipitation may make option 2 necessary. If possible,
wait until the precipitation slows. Whatever the situation, extra care is necessary. Unless
safety is a concern, do not skip the Tuesday collection.

For inclusion in NTN summaries, samples can have sampling periods up to 194 hours in duration.  If
you cannot reach the site within 1 or 2 hours of 0900 hours,  make sure the sampling period fits this con-
straint.

Never touch sampling surfaces. Precipitation samples have very low ion concentrations, and
any contamination could result in unrepresentative data. For example, one drop of human perspira-
tion invalidates a sample for sodium, chloride, ammonium, and possibly other ions. A fingerprint
inside a bucket or lid may contain more sodium than the entire sample.

Check the main functions of the collector each week. These functions are the motor box off and
on switching functions, the sensor heating and switching functions, and the operation of the event
recorder in the raingage. Use the Precipitation Collector Maintenance Manual, Appendix C, to
diagnose and resolve any problem. Contact the CAL at 1-800-952-7353 for additional help to solve
the problem or determine which components require replacement and which precipitation samples
may have been affected.

If the collector fails any of the function checks:

• Try to confirm that the collector is getting power.
• If the collector is cycling back and forth, unplug the sensor to see what happens.
• If the drive motor does not respond to the sensor being wet, try to push the clutch mechanism 2 or

3 inches to see what happens (see Appendix C).

3.2.2.1 Weekly Sampling Routine

1. Approach the collector and work from the downwind side to reduce windblown contami-
nants. Inspect the site and equipment for damage.

Initial Collector Checks

2. Check the temperature of the sensor on
the collector by touching the sensor plate
(Figure 3-2). Unless the collector has been
open within the last few minutes, it should
feel cool.

3. Inspect the dry-side bucket and note the
presence of any precipitation. Large amounts
of precipitation in the dry-side bucket may
indicate a collector malfunction. Estimate the
precipitation volume in the dry-side bucket.
Later you will record this observation. Figure 3-2. Check the sensor temperature.

7/04
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4. Open the black mailer and set the lid inside up on the ground.

5. Activate the sensor grid by applying a
few drops of  water (Figure 3-3). Do not
use metal to short the grid as this may
damage it. The collector should open
immediately, the collector lid should
move to cover the dry-side bucket, and
then the drive motor should turn off.
Observe this movement. The collector
lid should operate freely with little
motor noise, and the lid seal should rest
snugly on the dry-side bucket.

6. After the collector has been open
for at least 5 minutes, check the sensor
with your finger. The sensor plate should feel warm.

7. Carefully examine the wet-side bucket for contamination. In your notebook you will make
detailed notes describing any contamination (see step 10). This is very important since some
contaminants, such as bird droppings or soil particles, get mixed into the sample during
transport and go unnoticed. Never remove contaminants from the bucket.

8. Remove the bagged snap-on lid from the black mailer. Undo the twist-tie and while grasp-
ing the lid through the outside of the bag, carefully pull the bag over your arm. Seal the lid
onto the field bucket by pushing down on the center in typical “Tupperware” fashion. Be
careful not to touch the inside of the lid or bucket while you snap it into place (Figure 3-4).

9. Remove the sealed field bucket from the collec-
tor. Place it into the plastic bag that previously held
the clean lid and secure it with the twist tie. Set the
bucket in the black mailer.

10. In the notebook and also on the outside of the
plastic bag, use a permanent marker to write the
site ID, date and time off, and the presence of any
soil, bugs, bird droppings, etc. as described in Step 7.
Do not write on the snap-on lid or field bucket
(Figure 3-5). Note that the time of the bucket change
will be used to complete two separate FORFs: (1) the
previous week’s bucket off time and (2) new bucket
on time.

Figure 3-4. Put the lid on the bucket.

Figure 3-3. Activate the sensor with water.

Changing the field bucket
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11. Check the event recorder operation.
Inspect the recording raingage while
the collector is open. Check to make
sure the event recorder pen (upper pen)
is in the up position (Figure 3-6). This
position indicates that the motor box and
the event recorder are both operating
correctly.

12. Install the clean field bucket on the
collector using the bag as a glove. Do
not touch any inside surfaces of the
bucket. Do not remove the bucket from
its bag until you are ready to place it
on the collector.

Final Collector Checks

13. Check to see that the sensor is hot to
the touch (Figure 3-2). Blow any remain-
ing water off the sensor. Observe the
collector lid movement as it covers the
wet-side bucket. It should move
smoothly and complete its cycle in less
than 15 seconds.

14. Check to make sure the lid seal fits
snugly over the wet-side bucket (Figure
3-7). If the seal is not snug or the vinyl
cover is ripped or cracked, request a new
one. Call the CAL promptly and circle
lid seal pad on the FORF (Block 9).  A
damaged lid seal or one that fits poorly
can contaminate the sample.

If the collector fails any sensor or motor
box checks, place it into bulk sampling mode
(see Section 3.2.2.2) and call the CAL.

15. Prepare to transport the sample to the
field laboratory. Secure the mailer lid
with all four straps.

16. Transport the sample to the field
laboratory carefully to prevent leakage,

Figure 3-5. Note comments on the plastic bag.

Figure 3-6. Check that event recorder pen is up.

Figure 3-7. Check the lid seal fit.
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which can compromise all precipitation weight information and cause contamination. If
leakage occurs, measure it as discussed in Section 3.3.6.1. The twist-tied bag will help to
confine leakage. The bag also prevents packing material fibers from contaminating the
sample. Never return spilled sample to the bucket.

If you spill the sample or drop the bucket, note this on the FORF (Block 10). Note whether the
sample could have been contaminated. If the rim of the bucket or the inside of the lid contacts any
foreign surfaces, the sample is potentially contaminated.

3.2.2.2 Bulk Sampling

If the ACM collector, sensor, or motor box fail to operate correctly, collect a bulk sample (see
description in Section 2.3.2.2). If you collect a bulk sample, note this on the FORF (Block 10) and
promptly notify the CAL. Bulk sampling requires that the wet-side bucket be uncovered for the
entire sampling period.

Method A
If the collector motor box will move the collector lid, activate the sensor. When the lid is on top of

the dry-side bucket and just starting to compress the lid seal, unplug the collector from all power sources.

Method B
If the collector motor box will not move the collector lid, reach under the main frame of the

collector and push the clutch arm counterclockwise (see Appendix C). The clutch will disengage (a
little effort may be required), and the lid mechanism will be free of the drive system. Manually
position the lid over the dry-side bucket. Unplug the collector to prevent unexpected reactivation of
the motor box.

3.2.3 Maintaining Dry-Side Bucket and Foam Lid Seal

On the first Tuesday of every month change the dry-side bucket when you perform the wet-side
bucket change. This is necessary to help ensure a clean surface for the lid seal to rest upon during
precipitation. Each site should have two 3.5-gallon LPE buckets dedicated to dry-side use: one
bucket installed on the collector and the other cleaned, bagged, and ready to use as a replacement.
Both buckets should be plainly marked in permanent marker: DRY-SIDE USE ONLY.

3.2.3.1 Cleaning Dry-Side Buckets at Field Laboratory

� Rinse the bucket inside and out with lots of tap water. Scrub the bucket with a sponge or paper
towel to remove any debris and dirt films.

Caution:  Using a Dry-Side Use Only bucket to collect a wet-side sample
will invalidate the wet-side sample.



3-7

• To prevent any chemical residues from forming, do not use detergents or alcohol.
• After cleaning the bucket with tap water, rinse it with distilled water and shake off excess.
• Place the bucket in a spare CAL bag and fasten it with a twist tie.

3.2.3.2 Changing Dry-Side Buckets and Cleaning Foam Lid Seal

1. When you change the dry-side bucket, take the replacement bucket (that was cleaned as
detailed in Section 3.2.3.1), a squeeze bottle with distilled water, and some lint-free tissues to
the field site. If you do not have a replacement bucket, remove a clean bucket from your
supply of mailers. Label it plainly with a permanent marker: DRY-SIDE USE ONLY, and use
it as one of two dry-side buckets. Return the empty mailer to the CAL to be refilled and sent
back to you.

2. Before operating the collector, remove the “old” dry-side bucket, set it aside, and note the
presence of any precipitation.

3. Remove the wet-side bucket according to the instructions in Section 3.2.2.

4. While both buckets are out of the collector:

• Assuming the sensor is wet, dry it, and if it is dry, wet it to cause the collector lid to move.
When the lid is halfway between the wet-side and dry-side buckets, unplug the power to the
collector.

• Wipe the underside of the lid seal to remove any accumulated debris. Use a clean, lint-free
tissue dampened with distilled water.

• Let the foam lid seal air dry.
• Wipe the top of the roof, the frame of the collector, and the sensor to remove bird droppings

or other accumulations that could enter into the sample bucket from these surfaces.

5. Install the new DRY-SIDE USE ONLY bucket. Plug in the collector.

6. Install the new wet-side bucket.

7. Note which surfaces have been cleaned in Block 10 of the FORF.

If it is snowing, raining, or the site is experiencing freezing temperatures, you may not be able
to use the lint-free tissue dampened with distilled water to wipe the underside of the lid seal. In these
cases, dry wipe the lid seal, the top of the collector lid, the collector frame, and the sensor.

3.2.4 Nonstandard Sample Periods

Severe weather that renders the site inaccessible or unsafe may make it impossible to follow a
standard sampling period. Any sampling period longer than 194 hours is invalid for NTN data summaries.
However, any sample changed early, especially when heavy precipitation threatens to overflow the field
bucket, is valid.

7/04
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Always note any variance from standard sampling in Block 10 of the FORF and adjust the
Precipitation Record (Block 7) to show the precipitation amount for each day of the sampling period
whether long or short. Use the following procedures to minimize the problems of nonstandard
sampling periods:

• To ensure standardization among sites, samples should be from 6 to 8 days in duration. If you cannot
change the bucket on Tuesday, replace it Monday (preferably late in the day) or Wednesday (preferably
early in the day). This should not be a frequent practice, however.

• If heavy rain or snow threatens to fill the field bucket before the sampling period reaches 144
hours, break the sampling period into two periods. Change the bucket before it overflows (about 9
inches of rainfall), especially if more precipitation is forecast. Process each bucket independently
with a separate FORF and ship it to the CAL as soon as possible. Annotate the FORF to describe
incidents of snow mounding over the bucket or potential water loss due to overflow.

• When the site is inaccessible or conditions make travel unsafe, it may be necessary to collect a
sample for an extended period. In this situation, change the field bucket as soon as possible. Do not skip
the week and collect a 2-week sample. The raingage clock may stop and other equipment problems may
result.

3.2.5 Servicing the Belfort Recording Raingage 

1. Open the raingage access door and move both pens up
and down to mark their stop positions on the chart
(Figure 3-8). The top pen is the event recorder pen,
which records the openings of the collector. The bottom
pen records the amount of precipitation. Note: The event
recorder pen should be in the down position if the collec-
tor is covering the wet-side bucket and up if closed over
the dry-side bucket. If this is not the case, call the CAL.

2. Lift the pens from the chart by pulling the pen shifter
toward the access door.

3. Remove the chart drum. Record the time and date off
in the appropriate place on the chart. Figure 3-8. Mark the pen position.

If a sample has a nonstandard period, process it, perform the field chemistry
measurements, and submit it.  It will be analyzed at the CAL, and the data will
be made available to users on request.

Caution: The purple ink used in the raingage pens will
stain your hands and clothes. USE CARE WHEN HAN-
DLING IT.  You may want to wear a pair of disposable
gloves if extensive pen maintenance is required.

7/04
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4. Scan the event recorder trace to be sure that the collector
opened and closed with each precipitation event (Figure
3-9). If the collector operated properly, the duration of
the event recorder opening and the duration of precipita-
tion will be approximately equal (see Section 3.3.7.4).
Severe collector or raingage malfunction are indicated
by long up event recorder periods when no precipitation
occurs or long down periods during substantial precipi-
tation. If this is the case, call the CAL.

5. Wind the clock. Caution: it is easy to overwind.
Stop when you begin to feel resistance.

6. Remove and empty the catch bucket. Do not empty
the bucket during winter operation because it contains
antifreeze solution (see Section 5.2.2). Instead, stir the
antifreeze solution to mix it well.

7. Remove the old chart by removing the chart clip.
Store the chart in a clean, dry place where the wet ink will not be smeared.

8. Place the new chart on the drum:

� Fold under the right tab of the chart.
� Align the left edge of the graph section of the chart with the hole in the lower drum rim and

the chart clip notch at the top of the drum.
� Wrap the chart counterclockwise around the drum.
� Insert the chart clip down through the folded (right tab) edge of the chart while keeping the

clip tight against the fold.
� Lock the clip down by sliding the end through the hole in the lower drum rim and slipping

the bend of the clip into the notch at the drum top.
� Using your hand, slide the chart down evenly against the drum rim.

9. Record the time and date on in the appropriate place on the chart.

10. Install the drum on the clock mechanism ensuring that the gears engage.

11. Push the pen shifter toward the chart drum. Rotate the chart drum until the precipitation
pen (lower pen) reflects the local time. Mark the beginning of the precipitation and event
recorder traces by moving the pens up and down.

12. Move the drum forward and back slightly to create a �+� where the chart starts.

13. Check the ink level of each pen and refill if necessary. The pen ink absorbs water from
the air and can double its original volume. Be conservative when adding ink. If the lines on

Figure 3-9. Check the operation of
the event recorder.
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the chart are light or smeared, the ink has possibly become diluted with water. Use tissue
paper to absorb the ink from the pen nibs. Replace the diluted ink with fresh ink. Note: Keep
the ink bottle in the gage rather than carrying it back and forth each week from the
laboratory.

14. As a final check, make sure both the event recorder pen and the precipitation amount pen
are recording properly.

3.2.6 Summary of Field Procedures

3.3 Completing Field Observer Report Form (FORF)

� Use the FORF (Figure 3-10) supplied by the CAL to record essential information about field and
laboratory operations. This entire form (including any comments in Block 10, Remarks) is entered
into the NTN database.

Item Procedures

Wet-side bucket � Inspect for contamination.
� Remove from collector avoiding contact with all

sampling surfaces.
� Carefully install new wet-side bucket.
� Pack field bucket containing sample into black mailer.
� Record time, date, and contamination information

on the bag containing the field bucket.

Precipitation collector � Trigger sensor to uncover wet-side bucket and ensure
normal operation of drive unit and sensor heater.

� Inspect lid seal and dry-side bucket.

Recording raingage � Remove chart and record time and date off.
� Wind clock.
� Compare event recorder and precipitation traces.
� Install new raingage chart and note time and date on.
� Start the pens inking by making a �+�.

All devices � Perform any final checks and resolve any collector or
raingage malfunctions. This may require help from the
CAL and initiation of bulk mode sampling
(see Section 3.2.2.2).

Note: If problems with equipment or procedures occur, call the CAL at 1-800-952-7353.
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YES NO

2 1

2 1

MO DAY YR

= X 0.00058 inches/gram = Do these values agree within 5% ?

Check yes or no for all samples.
Describe all contamination in Block 10,
including any not listed here.

x =

7 5 0 ÷ =

Z - Zero T - Trace MM - Missing

Print name _________________________________________________

2 1

2 1

2 1

2 1

2 12 1

Bucket On R - Rain Only (Includes Hail) S - Snow Only M - Mixture U - Unknown Bucket Off

N

1. SITE

ID Initials

1. The sensor heater and motor box operated properly and the event recorder
indicates the collector lid opened and closed promptly for each precipitation event.

2. Raingage operated properly during the week.
3. Collector opened and closed at least once during the week, other than for testing.

Check yes or no for all samples. If no for Item 1 or 2, describe in Block 10 and call CAL.

YES

1. Bird droppings
2. Cloudy or discolored

3. Soot/ash/dirt particles
4. Insects/animal matter

5. Leaves/twigs/pollen/plant matter

6. Handling contamination

-

Weigh all sample buckets.
Bucket
+ Lid
+ Sample

Bucket
+ Lid

MO

Only for buckets with a sample
weight of 70 grams or more.

Specific Conductance (µS/cm)

YES NO (If no, call CAL)

Is the DI water conductance
less than 5 µS/cm?

pH

Standard Certified Standard Measured Correction Factor

Correction Factor Check Sample Measured Check Sample Corrected

Correction Factor Precipitation Sample Measured Precipitation Sample Corrected

9. SUPPLIES
Circle if needed, until received.

Vials

pH Electrode

pH 4 Buffer

pH 7 Buffer

Check Sample

75 µS/cm Std

Electrode Filling Solution

Field Forms

Sample Bottles

Gloves (S, M, L)

Raingage Charts

Raingage Ink

Dashpot Fluid

Lid Seal Pad

For example: equipment malfunction, contamination, farming, burning, logging, leakage before weighing, etc.

NATIONAL TRENDS NETWORK
FIELD OBSERVER REPORT FORM (FORF)

2. OBSERVER
BAG SLSPLEAK

NATIONAL ATMOSPHERIC DEPOSITION PROGRAM
A Cooperative Research Support Program of the
State Agricultural Experiment Stations (NRSP-3)
Federal and State Agencies
and Private Research Organizations

3. BUCKET

ON

OFF

5. SAMPLE CONDITION

6. BUCKET SAMPLE WEIGHT 7. PRECIPITATION RECORD

4. SITE OPERATIONS

8. SAMPLE CHEMISTRY

Date Time

0001-2400

NO

2 1

NOYES

YES NO

BOTTLE USE

Did you pour
sample into
the bottle?

YES NO

Name ________________________________________________________

YRDAY

Type
circle one

Amount
Inches

or
circle one

Total Raingage Depth (inches)

10. REMARKS

Sample Depth (inches)Sample Weight (grams) YES NO (If no, reweigh)

Precipitation Sample pH

Check Sample pH

x =

Send Completed Form with Each Mailer
Problems? Call the CAL at 1-800-952-7353, or

e-mail: sdossett@uiuc.edu, or fax: 217-333-0249

±

R S M U R S M U R S M U R S M U R S M U R S M U R S M U R S M U
TUESMONSUNSATFRITHURSWEDTUES

Z T MM Z T MM Z T MM Z T MM Z T MM Z T MM Z T MM Z T MM

Rev. 12/98

FOR OFFICE USE ONLY

Figure 3-10.  Field Observer Report Form.
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� Complete the FORF using either a ballpoint pen or a sharp No. 2 pencil. Be certain that notations
are legible on all copies and that the form is completely filled out.

� Do not fill out the FORF on top of other blank FORFs.
� Incomplete or illegible FORFs require additional time to process and usually require phone

inquiries to the Site Operator or Site Supervisor from the CAL.
� Site Operators should use two FORFs each week. One contains the information gathered at the

field site for the week just ending. The other is for the week just beginning. This will reduce date
and time errors and help substitute Observers complete the forms without errors.

3.3.1 SITE, Block 1

Fill in the Site Name and ID as assigned (Figure 3-11). Site Names are chosen during the site
selection and installation process. The Site ID is a four-character code.

3.3.2 OBSERVER, Block 2

Print the name and initials of the person to whom the CAL should direct questions concerning
the week�s sample and site operations. Use three initials whenever possible (Figure 3-12).

3.3.3 BUCKET ON/OFF,  Block 3

Record the date (month/day/year) and local time when the field bucket was installed (ON) and
removed (OFF). Figure 3-13 defines the sampling period. Use 24-hour time, which runs from 0001
to 2400 hours. Therefore 9:00 a.m. is 0900 hours and 5:00 p.m. is 1700 hours. Declarations of
standard or daylight-savings time are not necessary.

Figure 3-11. Block 1.

1. SITE

ID
Name ________________________________________________________

Print name _________________________________________________
Initials

2. OBSERVER

Figure 3-12.  Block 2.

Figure 3-13.  Block 3.

3. BUCKET

ON

OFF

Date Time

0001-2400MO DAY YR
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Check yes or no for all samples.
Describe all contamination in Block 10,
including any not listed here.

YES NO

2 1

2 12 1
YES

1. Bird droppings
2. Cloudy or discolored

3. So

4. Ins

5. SAMPLE CONDITION NO

2 1

3.3.4 SITE OPERATIONS, Block 4

Because the Site Operator is the only one who observes the condition of the equipment in the
field, it is crucial to obtain the Operator�s assessment of field equipment performance.

Check Yes or No for each question in Block 4 (Figure 3-14). Answers to these questions and the
comments provided in Block 10 are used to decide whether the sample is valid. For questions 1 and
2, a Yes indicates correct site operations, while a No indicates problems that must be documented in
Block 10. Notify the CAL by telephone (1-800-952-7353) when responses to questions 1 or 2
are No.

Question 1 addresses the collector. Answer No if the checks performed during the bucket
change uncovered any malfunctions in the sensor heater, motor box switching, or event recorder
mechanisms.

Question 2 addresses the raingage. Answer No if the clock did not perform accurately during
the sampling period or the pens did not trace correctly on the chart.

Question 3 requires a response only if the site is equipped with a properly working event
recorder. Check Yes if something other than a test triggered the sensor and caused the roof mecha-
nism to uncover the wet-side bucket. If the event recorder is inoperative, leave this response box blank.

3.3.5 SAMPLE CONDITION, Block 5

� Complete Block 5 (Figure 3-15) for all samples even if the bucket is dry.
� Never attempt to remove any contaminant, no matter how large, from a bucket.
� In Block 10, describe all contaminants observed in the field bucket.

Block 5 provides important information about contaminants in the field bucket before the
precipitation is transferred to the sample bottle. These become mixed during transit and may not be

Figure 3-15.  Block 5.

Figure 3-14.  Block 4.

2 1

2 1

2 1

1. The sensor heater and motor box operated properly and the event recorder
indicates the collector lid opened and closed promptly for each precipitation event.

2. Raingage operated properly during the week.
3. Collector opened and closed at least once during the week, other than for testing.

Check yes or no for all samples. If no for Item 1 or 2, describe in Block 10 and call CAL.
4. SITE OPERATIONS

NOYES
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visible when the sample bottle arrives at the CAL. This information cannot be obtained unless you
record it.

Use information recorded in field notebooks and on the bag protecting the field bucket to fill
out this block. Observations should have been made at the site before placing the lid on the field
bucket, while it was still in the collector.

Check each box Yes or No and enter comments regarding the type, size, and amount of contami-
nants in Block 10. Some may not be identifiable as either animal or plant in origin. It is not necessary
to know the exact source of a contaminant.

Note: The CAL does not automatically invalidate the sample because of the presence of con-
taminants.

3.3.6 BUCKET SAMPLE WEIGHT, Block 6

• In the laboratory remove the field bucket from the black
mailer and plastic bag. Leave the bucket lid on during this
step. Save the bag for use later.

• Do not spill or discard any water or snow that may be in the
bag.  Any sample that has leaked from the field bucket must
be measured.

3.3.6.1 Measure Any Leakage

� If any sample leaked into the bag during transport, you must
measure the leakage. First, weigh the bag containing the
leakage, and then the bag alone. Obtain the weight of the leak-
age by subtracting the bag weight from the bag weight plus
leakage. An alternative method is to pour the lost liquid into a
graduated cylinder and measure its volume. Recall that 1
milliliter (mL) of water is equal to 1 gram (Figure 3-17).

� Note the occurrence of any leakage and its exact amount in
Block 10 of the FORF. This amount will be added to the
Bucket + Lid + Sample weight in the next step. Be as specific
about the circumstances of the leakage as possible. For ex -
ample, when and how did the field bucket leak, and could the
sample have been contaminated?

� After weighing and recording any leakage, discard the lost
water. Do not return it to the sample bucket.

Figure 3-16. Block 6.

-

Weigh all sample buckets.
Bucket
+ Lid
+ Sample

Bucket
+ Lid

6. BUCKET SAMPLE WEIGHT

Sample Weight (grams)

Figure 3-17. Measure sample
leakage.

Weigh all buckets whether or not they contain
precipitation and record information in Block 6
(Figure 3-16).
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3.3.6.2 Weigh the Sample

� Carefully dry any liquid and wipe any debris from the exterior of the bucket and lid. Weigh the
sample, bucket, and lid to the nearest gram. Record this weight as Bucket + Lid + Sample in
grams on the FORF (Block 6). Before recording this weight, add the weight of any leakage mea-
sured in the previous step.

� Weigh all buckets and lids even if they contain no precipitation. Weighing buckets that appear
dry will confirm the absence of liquid and verify the correct operation of the balance.

� The CAL has recorded the weights on the bottom and side of the bucket, and on the top of the lid.
Add these weights and record as Bucket + Lid.

� Subtract the Bucket + Lid from the Bucket + Lid + Sample weight to calculate Sample Weight
(grams). Record this value in Block 6 of the FORF.

Wet-side buckets that contain no water are valuable to the network. Handle them carefully and
keep the snap-on lid in place. Such buckets may be used as field blank samples in which case they
are checked for the same ions as normal samples. This allows the network to assess the impact of
gases and particles in field buckets that do not collect wet deposition. See Section 6.5 for a descrip-
tion of the NTN Field Blank Program.

� Due to variances in balances, you may find small positive sample weights during periods with no
precipitation and sample weights near or less than zero during periods with very light precipitation.
Please note such cases in Block 10 on the FORF.

3.3.7 PRECIPITATION RECORD, Block 7

Complete the precipitation record (Figure 3-18) for all samples ensuring that this record
matches the date on and date off of the sampling period. As evident in Block 7, the FORF is de-

Figure 3-18. Upper portion of Block 7.

Z - Zero T - Trace MM - Missing

Bucket On R - Rain Only (Includes Hail) S - Snow Only M - Mixture U - Unknown Bucket Off

7. PRECIPITATION RECORD

BOTTLE USE

Did you pour
sample into
the bottle?

YES NO

Type
circle one

Amount
Inches

or
circle one

Total Raingage Depth (inches)

R S M U R S M U R S M U R S M U R S M U R S M U R S M U R S M U
TUESMONSUNSATFRITHURSWEDTUES

Z T MM Z T MM Z T MM Z T MM Z T MM Z T MM Z T MM Z T MM

The NTN uses either the raingage or collector sample volume to determine the
precipitation amount. Normally the raingage determines the precipitation amount.
The raingage amount and analyte concentrations from the collector are used to
calculate chemical deposition. If raingage data are unavailable, the precipitation
amount is determined by the collector sample volume. Submit all samples for
analysis.
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signed to accommodate a standard Tuesday to Tuesday sampling period. If a nonstandard period
needs to be reported, follow these general rules:

� If the sampling period exceeds 1 week, attach an additional FORF and carefully note the extra days.
For example, with a Tuesday to Wednesday sample, fill out the first form for all 8 days (Tuesday
to Tuesday) and add a form to report the second Wednesday. On this second form cross out
all nonapplicable days (i.e., the first Tuesday and then Thursday through the second Tuesday).

� If the sampling period is less than 1 week, carefully note the correct starting day and cross out
nonapplicable days. For example, for a Wednesday to Tuesday sample, cross out the first Tuesday
in Block 7, and then fill out the rest of the week.

3.3.7.1 Precipitation Type

� Circle one Type of precipitation for each day with precipitation, even a trace.
� Circle R if only rain occurred, S if only snow occurred, and M for any combinations,

including sleet and freezing rain. Record hail as R and document its occurrence in Block 10.
� Circle U (unknown) for those instances when you do not know the precipitation type.
� Fog, dew, and frost are not considered precipitation. Do not report them as trace amounts. Instead,

note them in Block 10.

3.3.7.2 Precipitation Amounts

� Record the Amount of precipitation each day to the nearest 0.01 inch.
� On the first day of the sampling period (Tuesday), report only the precipitation that occurred after

the bucket was installed (e.g., from 0900 to 2400 hours).
� On the last day of the sampling period, report only the precipitation that occurred before the bucket

was taken off (e.g., from 0001 to 0900 hours).
� If no precipitation occurred, circle Z and do not record zeroes for the amount.
� Circle T in those instances where a trace amount of precipitation occurred (less than 0.01 inches).
� Circle MM to indicate that the information is missing. Describe the reason for the missing amounts

in Block 10. Further, if the amount is missing because the raingage wasn�t operating properly, you
should have checked No for question 2 in Block 4.

In the lower right corner of Block 7 (Figure 3-18), record the Total Raingage Depth (inches).
This value should be the sum of all of the daily precipitation amounts from Bucket On to Bucket Off.
Count trace amounts as zero in the addition unless the Total Raingage Depth is a trace, then write
trace in this space. If any daily values are missing, leave the Total Raingage Depth blank.

3.3.7.3 Weight Recheck and Collection Efficiency

Compare the Total Raingage Depth (inches) to the Sample Depth (inches) in the lower portion
of Block 7 (Figure 3-19). Obtain Sample Depth (inches) by multiplying the Sample Weight (grams) x
0.00058 inches/gram. Calculate the percent difference between the two numbers and answer the
question, Do these values agree within ± 5 percent? Use the following equation.
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If the values do not agree within ±5 percent, recheck all sample weights and calculations in
Block 6. Record this recheck procedure in Block 10 and revise the weights as necessary.

The CAL has no way of correcting the error if the Bucket + Lid + Sample weight is wrong. It is
up to you to double-check the weights. Notify the CAL immediately if you suspect equipment prob-
lems may account for the differences.

3.3.7.4 Detailed Interpretation of Precipitation and Event Recorder Traces

See Figure 3-20 for a sample raingage chart. Interpretation of the chart by the Site Operator
provides the network with two important pieces of information: precipitation quantity and field
bucket exposure.

� The lower line on the chart records the irregular pattern of weight addition to the gage corresponding
to the accumulation of precipitation in the catch bucket. This record will be divided into daily
precipitation amounts and then summed. As discussed in Section 3.3.7.3, this sum is recorded on
the FORF as Total Raingage Depth (inches) and should agree within ±5 percent of the Sample
Depth (inches).

� The upper line on the chart reveals whether the collector lid opening and closing coincides with
precipitation events through the tracings of the event recorder. This coincidence defines collection
of a wet-deposition only sample as described in Section 2.3.2.1. Report large or persistent discrep-
ancies between the opening and closing of the wet-side bucket and the occurrence of precipitation
to the CAL as soon as possible and record them in Block 10.

3.3.7.4.1 Chart Features

Figure 3-21 is a raingage chart section. The chart covers daily periods along its horizontal axis.
Vertical scaling of the chart is in inches printed along the major divisions of the chart: e.g., 1-11 and

Figure 3-19. Lower portion of Block 7, weight recheck.

= X 0.00058 inches/gram = Do these values agree within 5% ?

Total Raingage Depth (inches)Sample Depth (inches)Sample Weight (grams) YES NO (if no, reweigh)

±

X 100% = percent difference
total raingage depth (inches) minus sample depth (inches)

total raingage depth (inches)

If the precipitation was in the form of rainfall, the balance is accurate, and more than
0.5 inches of precipitation occurred during the sampling period, the two values
should agree within ±5 percent. In the event of snow or mixed precipitation, it is
quite common for the collector to miss more than 5 percent of the precipitation.
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Figure 3-20. Sample raingage chart.
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2-10. The chart is designed for a dual traverse
raingage, and the number before the hyphen
indicates the amount as the pen swings upward
recording 0 to 6 inches of precipitation. The
number after the hyphen indicates additional
precipitation as the pen swings downward, re-
cording 6 to 12 inches of precipitation. Record
the Site ID and the chart�s period of record in
the spaces indicated at the top of the chart.

� Each vertical chart division represents 0.05
inches of precipitation. The maximum resolu-
tion of the chart is 0.01 inches and depends
upon the Site Operator�s ability to evaluate the
traces. Ideally, a Site Operator can resolve
each rainfall event to within approximately
0.02 inches.

� Each horizontal chart division represents 2 hours.
The maximum resolution is about 15 minutes.

3.3.7.4.2 Event Recorder Transcription

By design, the event recorder trace lags behind the precipitation record by 4 to 6 hours so that
the two pens do not interfere with each other as the precipitation pen nears its upper limit. Because
of this lag it is best to transcribe the event recorder trace onto the precipitation trace to check their
agreement (Figure 3-22).

1. Lay the top left corner of the FORF against the left side of the event recorder trace, and use a
pen or pencil to mark on the top edge of the FORF periods when the field bucket was open.

2. Slide the FORF down to the precipitation trace. Align the top left corner of the FORF with
the beginning of the precipitation record. Now the two traces coincide in time.

3. Mark the precipitation record to
show the open and closed periods of
the collector. When transferring the
event recorder trace, be certain to follow
the curve of the time line; the FORF
cannot simply be moved straight up. To
do this, mark a time reference at Friday
noon on the FORF, and when sliding the
FORF up (to follow precipitation events
as the trace climbs through the week), be
certain to keep the time reference on
Friday noon.

Figure 3-21. Raingage chart section.

Figure 3-22. Transcribe event recorder trace.
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Now that the event recorder trace is superimposed upon the precipitation line, you should be
able to confirm that the opening period of the field bucket matches the incidence of precipitation. If
this is not the case, check No for Block 4, Question 1 (see Section 3.3.4) and call the CAL.

3.3.7.4.3 Reading the Raingage Chart

Starting at Tuesday�s 0 numbered event (Figure 3-23), note that the posi-
tion of the lower trace moves up and down during the day. Up to 0.05 inches of
drift on the chart is normal, a result of the heating and cooling of the metal
components of the raingage. Chart paper may also expand and contract due to
changes in humidity. If precipitation had occurred, the event recorder would
have risen. Judgment must be exercised in these cases to know that the collec-
tor did not simply fail to open for precipitation. It is useful to note that this
drift occurs most often with hot days and cool nights.

Event 1 (Figure 3-24) shows how the event recorder works when the
field bucket is exposed. The event pen (top line) steps up as the collector
opens at the start of a precipitation event and drops when the event is over.
The precipitation amount is measured from the start of the rise in the
raingage trace (bottom line) to the end of
the rise. Event 1 started about 0800 hours
Wednesday and lasted until midnight (2400
hours), leaving 0.42 inches of precipitation.

Precipitation during Event 2 (Figure 3-
25) is also measured from the start to the
end of the rising trace. It does not include
the rise of Event 1 or the 0.08 inch drop

between the end of Event 1 and the beginning of Event 2. This drop
may be due to temperature drift or evaporation, but the cause is not
important to the evaluation of the precipitation received. What is
important is to determine the magnitude of each precipitation
event.  Note that this �event� will be split between Thursday and
Friday.

Event 3 is similar to Event 2. The event recorder confirms the operation of the collector on the
top line.

To interpret Event 4 (Figure 3-26), you must understand exactly what the event recorder does.
Its function is to record the time when the field bucket is uncovered and exposed to the atmosphere
(the collector is open). It does not record the start and stop or duration of precipitation events. In this
case, the event recorder indicates that the collector did open, but it is not clear that a measurable
amount (0.01 inches or more) of precipitation occurred. It is possible that the collector sensor de-
tected a small event that the raingage did not record. Unless you think otherwise, record precipitation
during Event 4 as a trace amount.

Figure 3-24. Chart
point 1.

Figure 3-23. Chart
point 0.

Figure 3-25. Chart point 2.
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Event 5 is similar to Events 2 and 3. This sequence illustrates the fall of
the raingage trace due to evaporation. Remember that this drop must not be
counted when determining the daily precipitation amount. During Event 5, 0.21
inches of precipitation occurred.

Events 6 and 7 are similar to Event 4 and reflect the type
of trace expected during periods of intermittent drizzle or heavy
fog. The collector opens frequently or stays open for a short
time while no appreciable precipitation occurs.

Event 8 (Figure 3-27) is not a precipitation event, but a
test event: the Site Operator activates the sensor, causing the
collector to open in order to change field buckets. A test event
should appear at both ends of the sampling period.

3.3.7.4.4 Reporting Daily Precipitation Amounts: Arranging Events to Fit
Field Form

Tables 3-1 and 3-2 list the amount of precipitation for each event and the total for the week. To
complete Block 7, the precipitation event record must be arranged into daily precipitation amounts
and summed.

To arrange daily values:

� Add events: Events 5 and 6 occurred on the same day.
� Split an event: Event 2 spanned 2 days.

To sum the total for the week:

� Simply add each daily value.
� Ignore traces.

Figure 3-26.
Chart point 4.

Figure 3-27.
Chart point 8.
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3.3.8 SAMPLE CHEMISTRY, Block 8

3.3.8.1 Transferring Liquid from Field Bucket

Transferring the sample from the field bucket to the sample bottle requires that the sample be
decanted. To decant a solution is to allow it to stand undisturbed so that debris settles out. The clean
liquid is then poured from one container to another, allowing the debris to remain behind.

As with the field buckets and lids, use only CAL-cleaned sample bottles. If a bottle or cap
becomes contaminated during sample transfer, replace it with a clean one. Never attempt to rinse or
otherwise reuse a bottle suspected of contamination. Simply return the bottle to the CAL in a bag
clearly marked �to be cleaned.�

� Do not decant until the bucket contents are completely thawed.
� Do not agitate the field bucket. Leave any settled debris behind and describe these in Blocks 5

and 10 of the FORF.

Transfer all samples of any volume, even a few drops, to the 1-liter sample bottle.
There is no minimum amount for transfers. The CAL does not analyze samples
that are not poured into a sample bottle.

Event No.

1

2

3

4

5

6

7

8

Total

0.42 (all Wednesday)

0.07 (to Thursday)
0.42 (to Friday)

0.23 (all Saturday)

Trace

0.26 (to Monday)

0.02 (to Monday)

Trace

Test

1.42

Precipitation
amount (inches)

Table 3-1. Chart Precipitation Record Table 3-2. Daily Precipitation Record

Day

Tuesday

Wednesday

Thursday

Friday

Saturday

Sunday

Monday

Tuesday

Total

Precipitation
amount (inches)

0 (circle Z)

0.42

0.07

0.42

0.23

Trace (circle T)

0.28

0 (circle Z)

1.42
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3.3.8.1.1 Decanting into Sample Bottle

1. Place a clean tray or other flat-bottomed pan on the laboratory bench or counter. Be sure
the tray or pan is large enough to hold any spilled water.

2. Remove the 1-liter sample bottle from its bag and place it in the center of the tray or pan.
Save the bag for use in shipping.

3. Put on a pair of the disposable gloves provided by the CAL. Keep the glove fingertips and
palms clean.

4. Remove the bottle cap and set it aside inside up (top of the cap down) on a clean dispos-
able lab wipe or tissue. Do not touch the inside surfaces of the bottle or cap or the rim of the
bottle.

5. Remove the snap-on lid from the field bucket. Avoid contact with the bucket and lid rim.

6. Remove and discard your gloves.

7. Visually inspect the contents of the bucket for debris. This will be the last opportunity to
identify contamination in the bucket. Note any contaminants in Blocks 5 and 10 of the
FORF.

8. Grasp the bucket by the sides (not the
handle or rim) and carefully decant the
sample into the 1-liter bottle (Figure 3-
28). Pour from the side opposite from
which the lid was pried off the bucket.
Keep the lip of the bucket above the
sample bottle rim so that the bucket and
bottle do not make contact. Be sure to
hold the bucket handle against the
bucket so that it does not swing down
and overturn the sample bottle. Avoid
leaning over the field bucket or sample
bottle while decanting.

9. Fill the sample bottle only up to the shoulder (about 1 inch below the top). If the bottle is
filled further, the sample may freeze and break it during cold season shipment. Carefully
screw the cap onto the bottle until it is snug.

10. Secure the snap-on lid to the field bucket and set it carefully aside. In the event of a spill
from the sample bottle, any leftover sample in the field bucket may be used to fill another
new sample bottle. Therefore, save the liquid in the bucket until you have completed the
measurements and are preparing to ship the sample.

Figure 3-28. Decant the liquid.
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x =

7 5 0 ÷ =

MO

Only for buckets with a sample
weight of 70 grams or more.

Specific Conductance (µS/cm)

YES NO (If no, call CAL)

Is the DI water conductance
less than 5 µS/cm?

pH

Standard Certified Standard Measured Correction Factor

Correction Factor Check Sample Measured Check Sample Corrected

Correction Factor Precipitation Sample Measured Precipitation Sample Corrected

8. SAMPLE CHEMISTRY

YRDAY

Precipitation Sample pH

Check Sample pH

x =

11. Discard any spilled sample. Do not pour it back into the sample bottle or field bucket.
Note spillage on Block 10 of the FORF.

3.3.8.1.2 Sample Bottle Usage

� Answer the question on bottle use (Block 7 of the FORF, Figure 3-18). Answer Yes even if just
a few drops were decanted.

� Return a sample bottle each week whether or not one was used. This will ensure that sites use
only clean sample bottles and that the CAL can account for each sample from the site.

3.3.8.2 General Field Laboratory Analysis

Figure 3-29. Block 8.

It is generally accepted that under certain conditions, changes in the chemical composition of
precipitation occur between the time a sample is collected and its analysis at the CAL. Accurate
measurements of both specific conductance and pH at the site are essential to demonstrate and
document the occurrence of such changes. Before beginning the detailed procedures described
below, it is important to keep in mind the following:

� It is imperative to ship samples to the CAL within 48 hours of their removal from the field.
� Store all solutions at room temperature in a dark place.
� The Quality Control (QC) Check Sample is formulated to approximate a typical precipitation

sample. Use Check Sample pH and conductance values to indicate when measurement problems
occur.

� If stored properly, all solutions should be usable for up to one year. If at any time you notice
contamination or a sudden change in the solution measurements, ask the CAL for a replacement.

The sample is analyzed only when the sample weight measured in Block 6 is 70
grams or greater. For weights less than 70 grams, it is not necessary to fill out
Block 8 (Figure 3-29), and you can proceed to Section 3.3.9, SUPPLIES, Block 9.
It has been demonstrated that pH electrode performance improves with use. It is
suggested that you calibrate the pH system and measure the Quality Control Check
Sample each week, whether or not you have a precipitation sample to measure. If
you do this, include the results on the FORF (Block 8) and include the date of the
analysis.
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� Shake all solutions prior to use.
� Each Site Operator should be familiar with the manufacturer�s instructions for all instruments. The

following instructions should not conflict with the manufacturers� instructions for the calibration
and operation of the equipment.

� Make sure the sample is thawed completely before decanting it into the sample bottle.
� Before making any measurements, allow all solutions, including the precipitation sample, to reach

room temperature.
� If you cannot obtain acceptable values for the pH buffers, specific conductance standard, or QC

Check Sample, do not make the field measurements on the actual sample. Instead, call the CAL
for assistance.

� Always discard unused portions of any solution. Never return an unused solution to its original
container.

� Always determine specific conductance first.
� Distilled water used for rinsing and cleaning should have a specific conductance of less than 2

microsiemens per centimeter (µS/cm). Conductance greater than 5 µS/cm may result in contamination.
� Space on the FORF is provided for one value of conductivity and one value of pH.  If repeat

measurements are made, record only one value.
� Appendix B provides additional information that may help in resolving pH and conductivity

measurement problems. Indicate these problems on the FORF (Block 10). For further assistance,
call the CAL.

3.3.8.2.1 Filling Vials for Field Chemistry Measurements

Rinse and fill four clear 4-mL vials (Figure 3-30) from the sample bottle: two for conductance
measurements and two for pH measurements. If the laboratory equipment prevents the use of the 4-
mL vials, call the CAL for site-specific instructions about how to proceed.

1. Remove the cap from the sample bottle and place it
inside up (top of the cap down) on a clean, disposable
laboratory wipe or tissue.

2. Condition rinse the vials by filling, discarding, and
refilling each one with the sample. Carefully pour the
sample avoiding spills and contact with the rim of the
sample bottle or the vial.

3. After the vials are filled from the sample bottle, place
them in the wooden vial holder provided by the CAL,
tightly cap the sample bottle and set it aside.

4. Record the date of  the field laboratory analysis on the FORF (Block 8).

5. Until you measure the vials, keep them isolated, protected by the CAL-supplied vial
holder cover. Minimize the time between filling the vials and making the measurements.

Figure 3-30. Rinse and fill four vials.
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Spilling a little sample during this process is normal. When the Sample Weight (grams) is less
than 125 (from Block 6), take extra care to avoid losing liquid and do not replace spilled vials.

3.3.8.3 Conductance Measurement

If the conductance cell is not of the recommended low-volume type (see Appendix A), call the
CAL for instructions.

3.3.8.3.1    Standardize Meter and Cell

1. Rinse the conductance cell at least three times with
distilled water. Rinse once with the 75 µS/cm standard.
Using another portion of standard, measure the specific
conductance (Figure 3-31).

2. Record the value obtained in step 1 to the nearest 0.1
µS/cm in the Standard Measured space (see Figure 3-29).

3. Calculate the Correction Factor to the nearest 0.001
by dividing the Standard Certified (75 µS/cm) by the
Standard Measured value. Record this value in the
spaces provided on the FORF.

3.3.8.3.2    Measure Conductance of Distilled Water

Rinse the cell three times with distilled water, discarding each rinse. Use a fourth portion to
determine the specific conductance of your distilled water. Ideally, the value is less than 2 µS/cm. If
the value is 5 µS/cm or less, check Yes in Block 8. If the value exceeds 5 µS/cm, check No in Block 8,
continue making the conductance measurements, and call the CAL about acquiring a better water source.

3.3.8.3.3    Measure Quality Control Check Sample Conductance

1. Discard and shake off any distilled water from the conductance cell.

2. Next, rinse the cell with the QC Check Sample.

3. Using a second portion, determine the conductance of the Check Sample. Record this
value to the nearest 0.1 µS/cm as Check Sample Measured in Block 8.

4. Multiply this value by the Correction Factor and record the result as Check Sample
Corrected.  This value should be 14.0 ± 2.0 µS/cm.  If the corrected value falls outside these
limits, repeat steps 2 and 3. If the corrected value still falls outside these limits, consult
Appendix B for corrective action, contact the CAL, and stop the measurements. There is a
problem that must be corrected before measurements can resume.

Figure 3-31. Measure the con-
ductance standard.
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3.3.8.3.4    Measure Precipitation Sample Conductance

1. Rinse the cell three times with distilled water.

2. Rinse it with one of the 4-mL vials of precipitation sample.

3. Use a second 4-mL portion to determine the Precipitation Sample Measured. Record
this value to the nearest 0.01 µS/cm and multiply by the Correction Factor to obtain the
Precipitation Sample Corrected.

3.3.8.3.5    Store Conductance Cell

Rinse the cell three times and then fill it with distilled water. Cover the cell to prevent evapora-
tion. Change the storage water weekly even if analyses are not performed. Most but not all cells are
stored in distilled water. Always follow the manufacturer�s recommendation for the cell.

3.3.8.4 pH Measurement

The CAL supplies all sites with a standard pH electrode. This should be the only electrode used
for NTN field pH measurements, and it should be used exclusively for NTN samples. Note in Block
9, SUPPLIES, when a replacement electrode is required.

3.3.8.4.1    Prepare pH Meter
and Electrode for Testing

1. Adjust the temperature control on the meter to room
temperature. If there is no thermometer, set the tempera-
ture control to 25°C.

2. Remove the soaker bottle at the tip of the electrode
(Figure 3-32). Use a squirt bottle to rinse the electrode
tip several seconds in distilled water. Do not allow the
squirt bottle tip to touch the electrode.

3. Examine the electrode to make sure any accumu-
lated salts are dissolved from its tip; this build-up
occurs during storage. If the accumulation is not
dissolved, repeat step 2.

4. Gently blot the electrode tip with a clean lab wipe.
Do not rub the electrode as this may build up a static
charge and cause erroneous results.

Figure 3-32. Remove the soaker
bottle.
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5. Remove the black rubber sleeve or tape from the fill hole at the top of the electrode and
replenish the filling solution. Use only the filling solution provided by the CAL for the
specific electrode.

3.3.8.4.2    Calibrate pH Meter

1. Fill a 4-mL vial with pH 7 buffer.

2. Insert the electrode into the vial
(Figure 3-33), and allow it to remain
there for 30 seconds. This is called a
conditioning rinse of the electrode and
vial.

3. Empty the vial and, without any
other rinses, refill it with buffer. Insert
the electrode tip directly into this
condition-rinsed vial and briefly agi-
tate. Allow sufficient time for the
reading to stabilize (i.e., until the
readings differ by no more than ±0.02
pH units within a 30-second period),
but wait no more than 3 minutes. If the
meter has an auto-read function, wait until it locks on (1-3 minutes). Adjust the calibration or
standardize the control of the meter to read 7.00.

4. Rinse the electrode thoroughly with distilled water and blot the tip. Fill a clean vial with
pH 4 buffer. Repeat the conditioning rinse as described in step 2 by inserting the electrode
into the vial and allowing it to remain for 30 seconds. Remove the electrode, empty and refill
the same vial with the pH 4 buffer, insert the electrode again, and briefly agitate. Allow
sufficient time for the reading to stabilize, and then adjust the slope control of the pH meter
to read 4.00 or allow the auto-read function to lock on.

5. Rinse the electrode thoroughly with distilled water and blot the tip. Then measure the pH 7
buffer as if it were any other sample. If it reads 7.00 ± 0.03 pH units, proceed with the mea-
surements. If it does not, repeat steps 1 - 4. If you still cannot calibrate the meter, stop the
analysis and check Appendix B for possible solutions, or call the CAL for assistance.

3.3.8.4.3 Purge pH Electrode Tip with Distilled Water

Fill a 4-mL vial with distilled water. Condition rinse the tip with distilled water as noted in the
steps above. Measure the distilled water, values should be between pH 5.3 and 5.8. Note: This step is
not meant as a check on the quality of the distilled water. The purpose is to dissolve any high-
strength buffer ions from the bulb of the electrode and to get ready for the next measurements of
low-strength solutions.

Figure 3-33. Insert the electrode into the vial.
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3.3.8.4.4    Measure Quality Control Check Sample pH

1. Gently blot the electrode tip to remove any excess distilled water.

2. Measure the Quality Control Check Sample using the conditioning rinse technique.
Briefly agitate the probe and allow the system to stabilize for no more than 3 minutes and
record the reading in the space Check Sample pH in Block 8.  The Check Sample should read
4.90 ± 0.15 pH units.

3. If the measurement is outside this range, recalibrate the meter and try again.  If the
measurement fails again, consult Appendix B for corrective action, contact the CAL, and
stop. This problem has to be corrected before measurements can resume.

3.3.8.4.5 Measure Precipitation Sample pH

1. Rinse the electrode thoroughly with distilled water.  Blot the tip.

2. Condition the electrode by inserting it into one of the vials filled with precipitation sample
and allow it to remain for 30 seconds.

3. Remove the electrode and reinsert it directly into the second vial containing precipitation.
Briefly agitate the electrode and allow the system to stabilize. Record the measured pH value
in the space marked Precipitation Sample pH in Block 8. Note: If you are using a pH meter
that locks onto the reading, immediately repeat the measurement. If you obtain the same
value, you can be certain the meter has stabilized.

3.3.8.4.6 Store pH Electrode

1. Rinse the electrode thoroughly with distilled water one last time.  Blot the tip with a clean
absorbent laboratory wipe and place the tip in the soaker bottle.

2. Replace the rubber sleeve or tape over the fill hole to prevent excessive crystal growth.

3.3.9 SUPPLIES, Block 9

The CAL will supply only those items listed in Block 9
of the FORF (Figure 3-34). Requested supplies are added to
the returning black mailer from the CAL. Continue to circle
the desired item on each FORF you submit until the item
is received. If you are in danger of running out of a supply,
please call your order into the CAL. A supplies enclosed
sticker will appear on the mailer to alert you. Upon receipt,
check each incoming mailer for requested supplies and impor-
tant notices. Supplies not listed on the FORF, such as distilled
water and lab wipes, are the responsibility of the individual site. Figure 3-34. Block 9.

9. SUPPLIES
Circle if needed, until received.

Vials

pH Electrode

pH 4 Buffer

pH 7 Buffer

Check Sample

75 µS/cm Std

Electrode Filling Solution

Field Forms

Sample Bottles

Gloves (S, M, L)

Raingage Charts

Raingage Ink

Dashpot Fluid

Lid Seal Pad
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3.3.10   REMARKS, Block 10

Block 10 (Figure 3-35) is used to record anything that might affect the representativeness of the
weekly sample. This includes equipment failures, repairs, or calibrations; unusual events or weather
conditions; contamination; and other occurrences at the field site or field laboratory.

The importance of the information provided in Block 10 cannot be overemphasized.

Careful observations of the sample and the surrounding environment can aid in evaluating
sample validity and in data interpretation. Keep in mind that unusual problems or occurrences at or
near the site may include plowing, harvesting, burning, increased atmospheric pollution or dust,
power outages, etc. Use extra paper if necessary to document all such observations.

Figure 3-35.  Block 10.

Also carefully describe all contaminants in the bucket and listed in the notebook when the
sample was removed from the field. Remember, this evaluation is especially important because the
field bucket contents are not available for CAL personnel to examine.

Finally, note the specific time of the occurrence and circumstances of any leakage or spillage.
In particular, note whether the sample leaked before weighing and if this leakage may have compro-
mised the sample volume or quality.

3.4 Mailing Instructions

A large label inside each mailer lid lists the materials to be enclosed with each sample returned
to the CAL.

3.4.1 Field Buckets

The following procedures apply to all buckets.

1. Remove the snap-on lid and discard any remaining precipitation.

2. Secure the snap-on lid to the bucket.

3. Return the field bucket to the bag used in the field, labeled with the Site ID, date off, etc.

For example: equipment malfunction, contamination, farming, burning, logging, leakage before weighing, etc.10. REMARKS

Request new foam lid seals for the collector by telephone from the CAL.  A damaged
seal can severely affect sample quality.
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4. Use a twist tie to secure the top of the bag.

5. Place the bagged field bucket into the mailer. Return all used buckets, lids, and
bottles to the CAL for cleaning.

3.4.2 Sample Bottles

Always return a sample bottle in a labeled bag to the CAL each week. The following proce-
dures apply to all bottles:

1. Check the bag labeling. Make sure all notes and comments are legible and can be
understood. Write the Site ID, date and time off, and a brief description of any con-
tamination on the bag.

2. Dry the outside of the sample bottle with a laboratory wipe.

3. Place the sample bottle into the bag, close the bag completely, and press out any
trapped air.

4. Place the bagged sample bottle into one corner of the mailer.

3.4.3 Final Items

1. Enclose the white and yellow copies
of the completed FORF and the original
raingage chart in the black mailer. The
pink copy of the FORF is for site
records. Also keep a copy of the
raingage chart.

2. Turn over the pre-addressed mailing
card on the black mailer so that the
CAL address shows (Figure 3-36).

3. Place the lid on the mailer and
secure all four straps tightly.

4. Send the black mailer immediately by UPS regular delivery, Federal Express, or first class
mail.

Figure 3-36. Make sure the CAL address shows.

Send buckets and bottles no later than 48 hours after the sample has been
removed from the field. Extended delays can invalidate samples.
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3.5 Recordkeeping at the Site

It is suggested that Site Operators keep the pink copies of the FORF stapled to copies of the
raingage charts and filed in chronological order.  Questions will arise during the processing of the
samples at the CAL and after receipt of the data reports from the CAL (See Section 4).  Your data
will help resolve questions and correct data errors.

Any notebooks taken to the field or used in the laboratory should be preserved for future use.

Retain site records for 2 years after submission of samples.
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Site Operators and Supervisors are expected to review and respond to
messages on printouts by forwarding corrections, explanations, or clarifi-
cations to the CAL. Data in these reports are preliminary and not for re-
search.  Final screened and verified data are available at the NADP Web
site at http://nadp.sws.uiuc.edu or by contacting the Program Office.

4 Preliminary Data Printouts

Each month the CAL sends Site Operators and Supervisors two reports that contain data  from
the FORFs and preliminary chemical analyses from the CAL. These  reports contain messages that
address potential errors or inconsistencies noted during the initial CAL data review.

4.1 Report Headings

The PRINTOUT DATE, SAMPLE ID, LAB TYPE and DATE/TIME are the same on the field
(Figure 4-1) and preliminary (Figure 4-2) printouts.

PRINTOUT DATE: The date the report was generated appears in the upper left corner.

SAMPLE ID: A unique 12-character code assigned at the CAL identifies each sample.  The
first letter N identifies this as an NTN sample. Characters in positions 2-6 indicate a sequential
number. Character 7 (normally an S) is used to identify a standard sample. Character 8, a W, denotes
a wet-side sample. Characters in positions 9-12 identify the site ID.

LAB TYPE: A code assigned by the CAL indicates the type of laboratory processing the
sample received.  The first letter (i.e., T, W, or D) indicates the amount of liquid observed in the 1-
liter sample bottle at the CAL. The second letter is A, which indicates 50 mL of dilution water was
added to provide a complete chemical analysis, or F, which denotes a USGS field blank sample.
Codes used are as follows:

� T: The sample bottle contained a trace of water possibly allowing a pH measurement, or pH and
conductivity measurements. The volume was insufficient for additional chemical measurements.

� W: The sample bottle contained 35 mL or more of water. All chemical analyses were performed
without any need for dilution.

� WA: The sample bottle contained less than 35 mL of water. After pH and conductivity were
measured, 50 mL of dilution water was added to provide adequate sample for the 9 other analyses.
All concentrations in the reports are corrected for dilution.

� D: No water was visible in the sample bottle or wet-side bucket upon arrival at the CAL. No
chemical analysis was performed.

� DF: This Lab Type denotes a USGS Field Blank sample (See Section 6.5).

DATE ON/ TIME ON AND DATE OFF/TIME OFF: Local times identify the sampling
period.

http://nadp.sws.uiuc.edu
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4.2 CAL Field Printout

The Field Printout (Figure 4-1) provides the site personnel with information from the FORF. It
also lists the CAL pH and conductance values and evidence of sample leakage. Notes and error
messages alert the Operator and Supervisor to potential data or operational problems. A key to the
report headings, and list of the notes and error messages follows.

FIELD CHEM DATE: This date indicates when the Site Operator performed the field chemis-
try measurements.

PH/ LAB - FLD: These are the CAL (LAB) and the Site Operator (FLD) pH measurements.

CONDUCTIVITY/ LAB - FLD: These are the CAL (LAB) and the Site Operator (FLD)
conductance measurements.

SAMPLE VOLUME (ML): This number indicates the water volume in the bucket when it
was removed from the collector, as calculated in Block 6 of the FORF.

SAMPLE DEPTH (IN.): This is the SAMPLE VOLUME converted into inches of precipita-
tion as in Block 7 of the FORF.

PRECIP. DEPTH (IN.): This number is the total sampling period precipitation from the
raingage in inches.

LEAKAGE: This column describes the amount of water observed in the plastic bag enclosing
the sample bottle when it was opened at the CAL.

Notes and Error Messages

Note and error messages are generated by computer programs that check for data errors, non-
standard procedures, and potential field chemistry, collector, or raingage problems. Only those notes
and error messages pertaining to field operations are listed here.

(®) AN ARROW PRECEDING A NOTE DENOTES A RESPONSE IS REQUIRED

*
         ASAP**   ERROR 1 - TIME ON for sample ___ (SAMPLE ID ASSIGNED BY CAL) precedes the TIME OFF for
 RESPOND***   SAMPLE ___ (SAMPLE ID ASSIGNED BY CAL). PLEASE NOTIFY CAL OF CORRECT TIMES BY
         ASAP**     SENDING A NOTE WITH YOUR NEXT BUCKET MAILING....THANKS.

*

*
**    NOTE  2 - Time between sample ___ (SAMPLE ID ASSIGNED BY CAL) off and sample ___

 **********    (SAMPLE ID ASSIGNED BY CAL) on is more than 59 minutes ___ (CALCULATED VALUE). POSSIBLE
**     MISSING SAMPLE(S).
*

     NOTE  3 - The sampling interval for ___ (SAMPLE ID ASSIGNED BY CAL) was nonstandard.
                      The interval was ___ (CALCULATED VALUE) days.



4-3
7/99

Figure 4-1.  CAL field printout.
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     NOTE  4 - ___ (SAMPLE ID ASSIGNED BY CAL) did not have a standard TUE-TUE sampling period. Actual sampling period was
___(FROM FORF).

     NOTE  5 - The FIELD pH for sample ___ (SAMPLE ID ASSIGNED BY CAL) ___ (FROM FORF) was outside the expected range for
precipitation samples ___ (expected range  is 3.0 to 9.0).

     NOTE  6 - The LAB pH differed by more than 1.0 pH units from the FIELD pH for sample  ___ (SAMPLE ID ASSIGNED BY CAL).

     NOTE  7 - The FIELD CONDUCTIVITY for sample ___  (SAMPLE ID ASSIGNED BY CAL) ___ (FROM FORF) was outside the
expected range for precipitation samples ___  (expected range is 1.0 to 300.0).

     NOTE  8 - The LAB CONDUCTIVITY differed by more than 20 uS/CM from the FIELD CONDUCTIVITY for sample ___ (SAMPLE ID
ASSIGNED BY CAL).

     NOTE  9 - The SAMPLE DEPTH of (SAMPLE ID ASSIGNED BY CAL) does not compare well with the  PRECIPITATION DEPTH
recorded for that period. If you have not yet done so, please send the CAL any information you have that might explain this
difference....THANKS.

     NOTE 10 - Sample ___ (SAMPLE ID ASSIGNED BY CAL) had major LEAKAGE during shipment to the CAL.

*
         ASAP**   ERROR 11 - A required DATE or TIME for sample ___ (SAMPLE ID ASSIGNED BY CAL) is
 RESPOND***   missing. Please notify the CAL of missing info by sending a note with
         ASAP**    your next bucket mailing....THANKS.

*

     NOTE 12 - Sample ___ (SAMPLE ID ASSIGNED BY CAL) was not bagged. PLEASE BAG ALL BUCKETS  BEFORE SHIPMENT TO
THE CAL.

     NOTE 15 - At the CAL it was noticed that the lid was not completely secured to the bucket for sample ___ (SAMPLE ID ASSIGNED
BY CAL). PLEASE BE SURE TO SNAP THE LID ON ALL BUCKETS SENT TO THE CAL.

     NOTE 16 - This sample ___ (SAMPLE ID ASSIGNED BY CAL) was compromised by problems during  field handling or shipping.
THE  DATA WILL BE FLAGGED AS NONSTANDARD.

     NOTE 19 - For sample ___ (SAMPLE ID ASSIGNED BY CAL) more than 16 days elapsed between the  DATE OFF and the date the
sample arrived at the CAL. Please ship all samples within 48 hours of collection....THANK YOU.

*
ASAP**   ERROR 20 - A pH or conductivity measurement was reported for sample ___

 RESPOND***   (SAMPLE ID ASSIGNED BY CAL) but the FIELD CHEM DATE IS MISSING. Please notify the CAL
ASAP**    of the missing info by sending a note with your next sample

*      or calling Scott....THANKS.

*
         ASAP**    ERROR 21 - For sample ___(SAMPLE ID ASSIGNED BY CAL) the DATE OFF, FIELD CHEM DATE, and
 RESPOND***    CAL receipt dates are not in chronological order. Please re-check
         ASAP**     your DATE OFF and FIELD CHEM DATE and send corrected date(s) to the CAL.

*

    NOTE 25 - For over half of the samples in this report, the SAMPLE DEPTH ___ (from AEROCHEM COLLECTOR) is greater than the
PRECIP DEPTH ___ (from RAINGAGE). Your recording raingage appears to be undercatching. Please refer to your
INSTRUCTION MANUAL,  Appendix D for  calibration check procedures.

PLEASE REVIEW THIS INFORMATION AND RESPOND TO NOTES AND ERRORS.

FIRST, CHECK YOUR PINK FIELD FORM COPIES.
THEN, WRITE A SHORT RESPONSE ON THIS PRINTOUT AND RETURN IT (OR A COPY) TO THE CAL WITH YOUR NEXT
   SAMPLE.

OUR DATA REPORTS OVERLAP AND SOME NOTES MAY BE REDUNDANT. PLEASE BE PATIENT.

CALL SCOTT DOSSETT AT 800-952-7353, FAX TO 217-333-0249 OR E-MAIL TO SDOSSETT@UIUC.EDU WITH  QUESTIONS
   OR COMMENTS.

THANK YOU FOR YOUR CONTINUED COOPERATION.

THE 20 mS/CM AND 1.0 PH UNIT CRITERIA USED TO TRIGGER PH AND CONDUCTIVITY NOTES ARE ARBITRARY CHOICES,
   AND MAY OR MAY NOT INDICATE MEASUREMENT PROBLEMS.
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4.3 CAL Preliminary Printout

The preliminary printout (Figure 4-2) provides site personnel with data that are still undergoing
verification. As part of this process, some samples are reanalysed. Additional screening of these data
may result in their sequester from the final network database. A key to the report follows.

CONCENTRATIONS (MG/L): Preliminary analytical measurements are reported for each
chemical in concentration units of milligrams per liter of solution. The chemicals measured include
calcium (CA), magnesium (MG), potassium (K), sodium (NA), ammonium (NH4), nitrate (NO3),
chloride (CL), sulfate (SO4), and orthophosphate (PO4).  For samples with a LAB TYPE of W or
WA, a full set of chemical concentrations is reported. For samples with a LAB TYPE of T, only pH
and conductivity measurements are possible due to the small sample size. For samples with a LAB
TYPE of D or DF, the ion concentrations will always be missing.  All measured concentrations at or
below the analytical method detection limit (very dilute solutions) are reported with a less than
symbol (e.g., < .003 mg/L).

FIELD/LAB - COND.: These are Site Operator (FIELD) and CAL (LAB) conductance mea-
surements.

FIELD/LAB - pH: These are Site Operator (FIELD) and CAL (LAB) pH measurements.

DEPOSITION (MILLIGRAMS/SQUARE METER): This lists the mass of each chemical
deposited on a square meter by the precipitation in each sample. Chemical deposition is calculated
from the product of the SAMPLE VOL and CONCENTRATION measurements divided by the
cross-sectional area of the collection bucket, which is 0.0679 square meters. If the CONCENTRA-
TION is below the analytical method detection limit, the calculation uses this value and the DEPO-
SITION is reported with the less than symbol.

SAMPLE VOL (ML): This is the water volume in the field bucket when it was removed from
the collector, as calculated in Block 6 of the FORF.

MEAS ANIONS/ MEAS CATIONS (MICROEQUIV/L): The  respective sums of the mea-
sured anion and cation concentrations are converted to charge units of microequivalents per liter.
The conversion from milligram per liter (MG/L) to microequivalent per liter (MICROEQUIV/L) is
done using these factors:.

Anions Factor Cations Factor

SO4 20.83 NH4 55.44
NO3 16.13 CA 49.90
CL 28.21 MG 82.26
PO4 31.59 K 25.57

NA 43.50
H (106-lab pH) Example: lab pH = 4

H =10 2 or 100  MICROEQUIV/L
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Figure 4-2.  CAL preliminary printout.

MONTHLY NEWS AND NOTES
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4.4 Monthly News and Notes

Each month news items or notes appear in the lower portion of the Preliminary Printout. Occa-
sionally these include some �fill-in the blank� questions (e.g., to request updates to FAX numbers).
Please complete these and return a copy to the CAL in these cases. Other news or notes do not
require a response.

4.5 Usage Reminder

This report is for Site Supervisors and Operators use only.  Remember, these preliminary data
are subject to change.  Final data are available on the NADP Web site at http://nadp.sws.uiuc.edu.

http://nadp.sws.uiuc.edu
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5 Field Site  Maintenance

NTN sites are positioned and equipped according to site selection and installation rules that
apply to the entire network. Occasionally you will need to perform maintenance tasks in order for the
site to continue to meet these rules and collect high-quality data. These tasks are divided into two
general categories:

� immediate site area maintenance
� field site equipment maintenance

5.1 Immediate Site Area Maintenance

Figure 5-1 is an idealized site diagram that serves as a handy reference regarding the rules for
equipment spacing, vegetation height, and proximity of roads and buildings. Maintaining the height

Figure 5-1.  An idealized site.

5m � No objects > 1m in height

20m � Natural vegetation < 0.6m in height
 � No grazing animals

30m � No slopes > ±15%

100m � No surface storage of agricultural
products, fuels, vehicles, parking lots,
or maintenance yards

 � No moving source of pollutants such as 
runways, taxiways, roads or navigable 
rivers

500m � No feed lots, dairy barns, or large 
concentrations of animals

30° 45°

No objects above
this line

Preferred that
no objects be
above this line

Overhead
wires, trees,
buildings, etc.

Tops within
0.3m of

same height

Wet-side
bucket

Wet
deposition
collector

Raingage

N

Must be
5 - 30m
apart

Before making any modifications  to the field site or equipment, or if you have questions
about maintenance, PLEASE call the NADP Program Office at 1-800-952-7353.
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of vegetation at the site is the responsibility of site personnel. The NADP Program Office should be
informed of changes in the location, size, or character of other site attributes.

5.1.1 Vegetation Maintenance

For site maintenance, consider everything within 30 meters (m) of the collector and raingage.
Leaves, grass seeds, or debris from nearby shrubs and trees can contaminate samples. The rules for
maintaining vegetation are:

� Maintain annual vegetation on site at heights of less than 0.6 m. Sites should not be mowed
solely for aesthetics. Debris generated by frequent mowing may get into the sample bucket.
Two or three mowings per year are adequate as long as the 0.6 m height requirement is met.

� Ground cover should surround the collector and raingage for about 30 m. In areas where there are
agricultural crops, a vegetated buffer strip must surround the collector for at least 30 m.

5.1.2 Obstructions in Wind Field

Immediate site area maintenance focuses on  preventing contamination of the wet-side sample.
These concerns for sample quality (i.e., the concentration of chemicals in samples) must be accom-
panied by concerns for sample quantity (i.e., representative precipitation amounts). To this end,
criteria describing potential wind field obstructions apply. These obstructions may result in splash
from one piece of equipment to another or cause one instrument�s collection to be impeded by
another. Relevant criteria are:

� No object over 1 m high with sufficient mass to deflect wind should be within 5 m of the collector
or raingage.

� The height of any obstruction defines the minimum distance between the collector or raingage and
the obstruction; doubling this distance is preferable.  No object (such as equipment towers or trees)
should project onto the collector or raingage with an angle greater than 45°; 30° is optimal.

5.2 Field Site Equipment Maintenance

5.2.1 Aerochem Metrics 301 Precipitation Collector (see also Appendix C)

5.2.1.1 Sensor and Motor Box Checks

Each week, test the collector to confirm that a) the sensor heater is fully operational and b) it
responds to precipitation and the motor box drives the lid to the correct position. These tests are
made as follows:

1. Check the sensor temperature by touching the sensor plate. It should feel cool, unless the
collector has been open within the last few minutes.

See the Instruction Manual: NADP/NTN Site Selection and Installation
(NADP, 1984) for complete details regarding network siting criteria.
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2. Activate the sensor grid by applying a few drops of water. Do  not  use  metal.

3. The drive motor should immediately move the collector lid to cover the dry-side bucket.
Observe this movement. The collector lid should operate freely with little motor noise and
come to rest snugly on the dry-side bucket.

4. Check the motor box operation by inspecting the recording raingage while the collector is
open (i.e., wet-side bucket exposed). Verify that the event recorder (upper) pen is in the up
position.

5. After the collector has been open for 5-10 minutes, confirm that the sensor is hot to the
touch.

6. Blow any remaining water off the sensor and observe the collector lid  movement as it
covers the wet-side bucket. It should move smoothly and complete its cycle in less than 15
seconds.

5.2.1.2 Sensor Head Cleaning

Periodically clean the sensor to remove any debris that could cause the collector to open and
leave the wet-side bucket exposed during dry periods.

With the wet-side bucket removed and the collector plugged in:

1. Irrigate the sensor with distilled water or alcohol. (The collector will open. Just ignore this.)

2. Using a toothbrush, gently scrub the area between the sensor grid and plate. Avoid
bending the grid and leave no brush residue trapped in the sensor.

3. Again, irrigate the sensor to rinse away any loosened residue.

4. Blow any remaining liquid off the sensor to allow the collector lid to return to the wet-
side position.

5.2.1.3 Dry-Side Changes, Lid Seal Cleaning and Replacement

On the first Tuesday of every month, change the dry-side bucket and clean the underside of the
lid seal. Use a clean, lint-free tissue dampened with distilled water. Wipe loose dirt from the lid
surfaces. This limits any excess build-up of contaminants. Allow the lid seal to air dry (See Section
3.2.3  for detailed instructions).

Approximately every 12 months the CAL provides each site with a  new foam lid seal and
instructions for its installation (Figure 5-2). This replacement further limits contamination and helps
ensure a tight lid-to-bucket seal. To change the lid seal, use a medium-sized straight blade screw-
driver and follow these steps:
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B

A

1. First, remove both buckets from the aluminum bucket
holders. Position the lid mid-stride by unplugging the
collector as the lid approaches the mid-point between the
bucket holders.

2. Next, remove the two screws labeled A on Figure 5-2 and
the L-retainers they hold in place. These retainers, labeled
B, hold the foam lid seal in place. After removing the L-
retainers, the old seal will simply drop out. Be careful not
to lose the screws.

3. Insert the new foam lid seal and re-install the L-retainers
and screws. This completes the lid seal change.

4. Plug the collector back into its power supply.

5. Record the lid seal change in Block 10 of the FORF.

5.2.1.4 Winter Operation

Depending on the site location, winter operation may pose a serious problem for collecting wet-
deposition-only samples and may severely stress the operating components of the collector. Some of
the more common problems encountered during winter operation are:

� The collector lid seal freezes to one of the buckets.
� The collector lid becomes immobilized due to accumulation of  heavy snow or ice.
� The collector does not detect light blowing snow.
� Winds blow snow from an open wet-side bucket.

Typical symptoms of the above problems include:

� Total raingage depth indicates much more precipitation than the sample depth.
� Event recorder trace does not indicate the correct number or duration of events.
� Dry-side bucket contains snow and ice.
� Collector clutches are worn and motor units are burned out.

If any of these problems are regular occurrences, then the collector may need to be modified
(although there is a limit to how much wintertime performance can be improved). Consider invest-
ments in optional equipment such as a peaked snow roof and/or heated lid seal pad, or an enclosed
and heated collector base. Consult the CAL prior to purchase or installation of any of these
options. Once installed, these devices remain on the collector through all seasons as a permanent
modification. Under no circumstances should the foam lid seal be removed to alleviate problems.

Figure 5-2.  Removing the lid seal.
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5.2.2 Belfort B5-780 Recording Raingage (see also Appendix D)

5.2.2.1 Winter Operation

The most common difficulties with the raingage during the winter are:

� Cold-induced clock problems
� Blowing snow-related problems

Chart clocks do not function well when the ambient temperature drops below 20o to 25oF. The
wind-up raingage clock may not be able to run the full 7 days required. For sites at high altitudes or
otherwise limited access or sites experiencing extremely cold conditions, a battery-powered clock
(available from the manufacturer) is suggested. This type of clock operates on two C-cell batteries
and is not as sensitive to cold temperatures as the wind-up clock.

Blowing snow poses a significant problem in the winter operation of the raingage. Besides
the inaccurate measurement of precipitation caused by snow blowing out of the gage, the dashpot
and internal mechanism of the raingage may be damaged if snow enters the housing. To prevent
these problems, the network requires sites to winterize raingages.

Winterization Instructions

� Remove the funnel attached to the bottom of the top cap by rotating the funnel until its slots clear
the beads in the collector tube (see Appendix D). Lift it off and store it in a safe place.

� Empty the catch bucket, replace it in the gage, and add 2 quarts of standard automotive ethylene
glycol or propylene glycol antifreeze. This addition will cause the gage to read the equivalent of
2.75 inches of precipitation.

� Do not make any zeroing adjustment to the gage baseline after adding antifreeze to the bucket.
� Stir the antifreeze solution in the bucket each week after moving the recording pens away from the

raingage chart drum.

Table 5-1 gives the approximate freezing temperatures of the antifreeze solution when diluted
by precipitation to the raingage reading indicated. Empty the catch bucket and recharge the antifreeze
whenever the gage level and the prevailing temperatures indicate that freezing is probable.

Do not dump any antifreeze on the ground.  It is toxic to plants and animals.
Disposal of antifreeze should comply with proper disposal guidelines.

The quality of samples affected by winter problems may be very difficult to assess.
Note the condition of the equipment as you first saw it, the symptoms of any failure,
and especially the extent to which the wet-side sample may have been affected in
FORF Block 10, Remarks.
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Table 5-1. Catch Bucket Freezing Temperature

Gage Reading, inches  5 6.5 7.5 12
Freezing Temperature, °C -37 -24 -18 -9

� Snow or mixed precipitation amounts are invalidated when the raingage is not properly winterized.
� The CAL notifies sites each winter about winterization procedures. The notice serves as a reminder

of the importance of raingage winterization. Unfortunately, the notice may come too early for some
sites and too late for others. Sites in northern regions should not wait for the memo. Each Site
Operator is responsible for implementing the winterization procedure when temperatures begin to
drop below freezing (32°F). For some high-elevation sites, year-round winterization is necessary,
because snow, sleet, or freezing rain can occur at any time.

5.2.2.2 Calibration, Turnover, and Sensitivity Checks

5.2.2.2.1 Calibration

Check the raingage calibration at least twice a year and whenever inconsistencies between the
Sample Depth and Total Raingage Depth become frequent. This comparison, made while filling out
Block 7 (Precipitation Record) of the FORF, is very important (see Section 3.3.7.3 for detailed
instructions). Of particular concern are periods when the Total Raingage Depth is less than the
Sample Depth because this indicates the collector is catching more precipitation than the raingage.
This is the reverse of the normal situation when the collector is expected to miss some precipitation
before opening, thus resulting in smaller volumes than the raingage.

Please report the results of this check in FORF Block 10, Remarks, and call the CAL at
1-800-952-7353. When this check indicates a calibration problem, you may be advised to take
corrective actions up to replacing your raingage with a rebuilt one from the CAL.

To check raingage calibration, follow these steps:

1. Place a test chart onto the chart drum and install it in the raingage. (see Section 3.2.5 for
detailed instructions on changing the raingage chart.)

2. Start the pen inking by moving the pen up and down and then slightly rotating the drum.

3. Add six 825 gram objects one at a time to the bucket, each time turning the drum slightly
so as to form a �stairstep� pattern on the test chart.

4. Repeat Step 3. This time remove the weights one by one.

Raingage calibration is based on the knowledge that 825 grams causes the
precipitation pen to rise 1 inch on the raingage chart. Complete calibration
instructions are available in Appendix D.
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5. Evaluate the calibration check by reading  �rainfall amount� at each step of the weight
additions and subtrations.  Each step should be 1 inch up or down from the previous step. If
all are within 0.10 inches of the target value, they are ok.  If not, call the CAL.

6. Send a photocopy of the test chart to the CAL.

5.2.2.2.2 Turnover Check

This check affirms that the dual traverse gage will move to the 6-inch level, reverse its direc-
tion, and continue down the chart to measure a maximum of 12 inches of precipitation. In addition,
this test confirms that the precipitation pen and the event recorder pen have adequate clearance.

The check entails gently pushing down on the catch bucket. The precipitation pen and the event
marker pen should pass each other without touching at about the 5.5-inch level. Subsequently, the
precipitation pen reverses direction. This reversal or turnover point should occur ± 0.10 inches from
the top of the chart at the 6.0-inch line. If turnover is outside this range or is impeded by the event
recorder pen, call the CAL.

5.2.2.2.3 Sensitivity Check

In order to accurately characterize the precipitation at your site, the raingage should respond or
be sensitive to even very small additions, i.e., small amounts of precipitation. To check gage sensitiv-
ity, gently tap the inside of the catch bucket with one finger and observe the precipitation pen.  A
quick response from the pen should be observed. Call the CAL if the gage fails this simple test. It
may be corroded or dirty.

5.3 Replacement of Field Equipment Components

The CAL provides all field replaceable components for both the Aerochem Metrics collector
and the Belfort recording raingage. These components include the collector sensor, motor box,
raingage clock, event recorder, and tower mechanism. All components are shipped via 2nd day deliv-
ery with detailed instructions regarding the tools required, component removal and installation,
packing, and return shipping. Appendices C and D also detail component replacement procedures.
Refer all equipment problems or questions to the CAL at 1-800-952-7353.

5.4 Power Requirements for Field Site Operation

The precipitation collector will operate from either 110V AC line current or 12V DC battery
power. In addition, the collector can be set up to operate from 110V AC power; when this line volt-
age is lost, the 12V DC battery takes over. Note that the recording raingage does not require either
power source. The collector motor box provides the power to operate the event recorder, and the
raingage clock is powered by either wind-up or C-cell batteries.
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5.4.1 110 Volt AC Line Power

This is the most reliable way to operate the site. The collector consumes very little power, a
supply with a 15 amp rated duplex is adequate. If power outages are a problem, it is recommended
that the site install a DC back-up battery. Call the CAL for battery specifics. The network recom-
mends installation of a Ground Fault Interrupt (GFI) circuit breaker outlet. The GFI (which is com-
monly used around domestic water supplies) senses imbalances in the 110V AC line and shuts off the
power very quickly, an excellent safety feature.

5.4.2 12 Volt DC Power

The collector can operate from either a DC/solar-assisted system or a DC battery.  Because of
problems encountered during winter, the hazards of transporting batteries, and the difficulty trouble-
shooting weak DC systems, it is recommended that the site not be operated solely off battery power.
The requirements for solar panel sizing and battery storage capacity are discussed in the Instruction
Manual: NADP/NTN Site Selection and Installation. Figure 5-3  is an idealized drawing of the
typical DC/solar power system.

Figure 5-3.  An idealized DC solar system.
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6 Quality Assurance Programs

Periodically, sites are required to participate in NTN quality assurance programs supported by
the U.S. Geological Survey (USGS) and the U.S. Environmental Protection Agency (USEPA). This
section presents an explanation of these programs. Results of these programs provide the NADP
Program Office, funding agencies, and site personnel with information on whether siting criteria and
equipment specifications are met, standard operational procedures are followed, and NTN bias and
precision goals are achieved. Both agencies issue reports of their findings. Copies are available from
the NADP Program Office (see Section 7.2 for contact information). In addition, results of these
programs are reported at twice yearly NADP Subcommittee meetings.

6.1 NTN Site Systems and Performance Survey

In this quality assurance program, trained inspectors from ATS, Inc., under USEPA contract,
conduct a systems and performance survey of each NTN site approximately every two years. The
goals of this survey are to check for siting and equipment problems, ensure that standard NTN
procedures are followed, and provide Site Operators with technical assistance in making adjustments
in equipment or in correcting procedures.

During the survey the inspectors visit the field site where they make observations and perform
various measurements of the ACM collector and Belfort gage. Both pieces of field equipment are
tested to ensure they operate within network specifications. If specifications are not met, the inspec-
tors may help the Site Operator to make necessary adjustments or recommend actions to correct the
problem. The inspectors prepare a site sketch and record the location and orientation of NTN and
other equipment, as well as the location, distance, and height of trees, bushes, or other obstructions
that may interfere with sampling. The inspectors also take a set of photographs of the NTN equip-
ment and site, and make notes about the surroundings. Of particular interest is the ground cover
within 30 meters of the equipment and the location of roads, residences, storage structures, agricul-
tural facilities, and other nearby sources of air pollutants that may affect the chemistry of wet deposi-
tion at the site. The inspectors record the distance from the field equipment to these sources, noting
any deficiencies according to the criteria specified in the NADP/NTN Instruction Manual: Site
Selection and Installation (NADP, 1984). As described in Section 2.2, these criteria are designed to
ensure that NTN sites avoid unrepresentative influences from nearby sources.

The inspectors evaluate the performance of the Site Operators, who use their field laboratory
equipment to measure a test solution. When equipment problems or deficient laboratory procedures
are discovered, the inspectors offer advice on ways to improve procedures or correct problems. Other
areas of performance reviewed by the inspectors include: collecting, handling, and measuring wet
deposition samples; servicing the Belfort gage; recording data; and maintaining site documentation
and data records. The goal is to ensure that standard NTN procedures are followed and offer improve-
ments that can correct faulty procedures or equipment and prevent the loss of information or samples.

During every step of the survey, Site Operators are encouraged to ask questions and seek advice
and assistance. These visits are intended to offer an opportunity for program representatives to visit
with site personnel, answer questions, help with problems, and listen to concerns. Site Operators and
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Supervisors are notified approximately a month in advance of planned visits. The visits occur during
a mutually agreed upon time when both the Site Operator and Supervisor can meet with the inspec-
tors. A site survey usually requires 4-5 hours. At the conclusion of the survey, a brief report is deliv-
ered to the Site Operator and Supervisor, and a complete report is sent to the NADP Program Office
and CAL. Results of the site surveys are summarized in contract reports, which are available from
the NADP Program Office (see Section 7.2 for contact information).

6.2 Blind-Audit Program

The blind-audit program is designed to assess the possible biases in NTN measurements result-
ing from the sample containers and from routine sample handling, shipping, and field measurements.
Site Operators are required to submit a blind-audit sample approximately every 2 years. This pro-
gram is called the blind-audit program because the sample identity is intentionally withheld from the
CAL staff. Among the samples submitted each week, the CAL staff are not informed which ones are
blind-audit samples, nor their chemical composition. These samples are synthetic solutions with a
composition that simulates precipitation. The terminology quality assurance officers use to describe a
sample that has an unknown identity and an unknown composition is �double blind.� Blind-audit
samples are a double-blind quality assurance audit of NTN measurements. The blind-audit program
is administered by the USGS Branch of Quality Systems, and the USGS project officer identifies
these samples only after the CAL analyses have been completed. Then the blind-audit samples are
coded as quality assurance samples to prevent them from being confused with wet deposition
samples.

The USGS project officer sets a schedule that specifies the sites and dates for submission of
blind-audit samples. Samples are sent to the sites well before the scheduled date of submission. Each
sample is accompanied by a detailed set of instructions that states when to send the sample, how to
label it, how to handle it, and what information to record on the FORF that the Site Operator submits
to the CAL with the sample. Information recorded on the FORF disguises the sample by making it
appear to be a wet deposition sample from the site. To prevent any lapses in a site�s wet deposition
record, the Site Operator collects a real sample for the sampling period when the blind-audit sample
is submitted. The identity of the real sample is disguised, but the sample is collected and sent to the
CAL following standard procedures. Once the CAL is informed of the true identity of the blind-audit
and real samples, the records and database are updated to reflect the actual data.

Site Operators receive the blind-audit sample in a clearly labeled bottle. Instructions accompa-
nying the sample tell the Site Operator to pour ~75 percent of the blind-audit sample into a clean
bucket, cover the bucket with a clean lid, and let it stand for ~24 hours. From this point, this portion
of the sample is handled, measured, and shipped as if it were a wet deposition sample. The only
departure from standard procedures is that the instructions specify what precipitation amounts to
record on the FORF so that the precipitation data are consistent with the sample volume. Otherwise,
a mismatch in the sample volume and precipitation amount may signal the CAL that this is a blind-
audit sample. The portion of the blind-audit sample remaining in the original bottle is sent to the
CAL separately for analysis. Analysis results from this portion of the sample are compared with
those for the portion sent as a wet deposition sample. Differences indicate possible biases in NTN
measurements from the sample containers and from routine sample handling, shipping, and field
measurements.
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Site Operators are contacted by telephone approximately a week before they are to submit the
blind-audit samples to verify that they have received the samples and instructions, and to discuss any
problems or questions they may have concerning the submission. Results from this program are
reported in USGS reports (Gordon et al., 1997) and are available from the NADP Program Office
(see Section 7.2 for contact information).

6.3 Intersite Comparison Program

Twice a year Site Operators are asked to measure the pH and conductivity of an intersite com-
parison sample supplied by the USGS Branch of Quality Systems. These samples are synthetic
solutions that simulate precipitation. Different formulations are used for each set of tests. Site Opera-
tors are not told the target concentrations of the solutions. In other words, the intersite comparison
samples are �single blind� to the Operators because they know they are being tested but not the
expected results. Specific instructions for measuring the intersite comparison samples are sent with
each sample. Site Operators report their measurements to the USGS Project Officer, who uses the
results to assess the bias and precision of Site Operator pH and conductivity measurements.

A statistical summary of all of the measurements is reported to participating Site Operators,
along with a graphical presentation of the target pH and conductivity values and acceptable ranges of
measurements. Operators can see whether their measurements were acceptable, i.e., met the accuracy
goals. Operators who do not meet the goals are asked to participate in a follow-up study conducted
by the USGS. The purpose of the follow-up study is to resolve the cause of the measurement difficul-
ties. They can also contact the CAL for assistance (see Section 7.1 for contact information) or con-
sult Appendix B. Results from this program are reported in USGS reports (Gordon et al., 1997) and
are available from the NADP Program Office (see Section 7.2 for contact information).

6.4 Collocated Sampler Program

The USGS Branch of Quality Systems sponsors this program to determine the overall precision
of measuring precipitation amounts and chemistry, including the variability from sample collection
through data validation and storage (See et al., 1990). Precision is calculated by comparing data for
paired, collocated ACM collectors and Belfort gages operated at a site for 1 year. These paired
instruments are the original site equipment and a second (collocated) set installed and operated
according to standard procedures. Site Operators collect two samples and change two raingage charts
each week. At the field laboratory, they handle and measure the samples independently, record data
and observations on separate FORFs, and send both samples to the CAL. CAL technicians treat and
analyze the samples as if from separate sites and screen, verify, and store the data independently in
the database. After 1 year of collocated sampler operation, the second set of equipment moves to
another site. Collocated sampling is performed at two or more sites each year.

The USGS Project Officer chooses sites where collocated sampling will occur after consulting
and reaching agreement with site personnel. Three criteria govern site selection (See et al., 1990):
(1) distribution among diverse regions; (2) distribution among low, medium, and high rainfall regions;
and (3) site operational history. Once a site agrees to participate, the USGS ships the collocated field
equipment to the site and is responsible for its proper installation. A schedule is set for starting the
collocated sampling. When sampling ends, the USGS is responsible for equipment removal.
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Differences in weekly chemical and precipitation measurements are calculated for valid collo-
cated samples, and these differences are used to determine precision estimates for each chemical and
for precipitation amounts. Results are reported in USGS reports (Gordon et al., 1997) and are avail-
able from the NADP Program Office (see Section 7.2 for contact information).

6.5 Field Blank Program

This program attempts to quantify biases from contamination that enters the wet-side bucket
installed in the ACM collector for an entire sampling period plus contamination from routine sample
handling, shipping, and field measurements. The possible contamination entering the bucket while it
is installed in the ACM collector is a major difference between this program and the blind-audit
program described in Section 6.2. Another difference is that there is no effort to disguise field blank
samples from the CAL. Although the lid seal of the ACM collector is designed to protect the wet-
side sample from dry deposition, dust can bypass this seal. Under windy and dusty conditions, this
can be an important source of bias in NTN measurements. Contamination also can occur when the
sample is handled and measured in the field laboratory and shipped to the CAL. By capturing all of
these sources of contamination, field blank measurements include virtually all of the important
sources of bias in NTN measurements caused by the equipment, containers, field procedures, and
shipping.

To measure contamination from these sources, Site Operators add a synthetic solution to the
wet-side bucket at the end of a sampling period when no precipitation occurred. This solution is
provided by the USGS Branch of Quality Systems, which administers the program. The bucket is
covered with a clean lid and left undisturbed for 24 hours. This waiting period allows the solution to
remain in contact with the inside walls of the bucket, simulating the contact a rain sample has with
the bucket surface. The Operator then handles the solution as a wet deposition sample, weighing it,
transferring it to a sample bottle, measuring the pH and conductivity on a portion of the sample, and
sending it to the CAL, along with a portion of the original solution. Analyses of this solution and the
original solution are compared. Differences in these measurements are used to quantify the accumu-
lated effects of these contamination sources. This program was initiated in October 1996. Results
will be reported in future USGS reports.
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7 Directory

7.1 NADP - Central Analytical Laboratory

Illinois State Water Survey Web Address: http://nadp.sws.uiuc.edu/cal
2204 Griffith Drive E-Mail for site support: ntn@sws.uiuc.edu
Champaign, IL 61820-7495 E-Mail for general information: cal@sws.uiuc.edu

For Questions About Contact

Selecting and Installing a Site
...how to install the NADP precipitation collector
...how to install the recording raingage
...power requirements, rules, equipment spacing
...application to enter network

Site Equipment

...problems, troubleshooting, winter operations

...requirements, costs, calibrations, tests

Site Operations

...standard procedures

...training video/CDROM, annual field operations course

Field Chemistry Measurements

...equipment, cables, pH electrodes

...problems, check sample measurements

...pH meters, conductivity meters/cells

Monthly Site Preliminary Data Reports

...explanations, error messages, notes 

Scotty R. Dossett, Site Liaison
Phone: 1-800-952-7353
Fax: 217-333-0249

Shipping/Supplies
...requirements, problems
...shipping vendors
...supplies not listed on field forms

Jeff Pribble
Phone: 217-244-0624
Fax: 217-333-6540

Central Analytical Laboratory Operations
...administrative issues
...sample handling procedures, lab operations
...analytical methods, material safety data sheets (MSDS)

Karen Harlin, CAL Director
Phone: 217-244-6413
Fax: 217-244-3054

CAL Office
...contact other staff
...CAL web page
...miscellaneous information
...training course registration

Pam Bedient, Administrative Assistant
Phone: 217-244-0868
Fax: 217-244-3054
E-Mail:

Quality Assurance
...Central Analytical Laboratory QA/QC

Jane Rothert, CAL QA Specialist 
Phone: 217-333-7942
Fax: 217-333-6540
E-mail:
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7.2 NADP Program Office

Illinois State Water Survey Web Address: http://nadp.sws.uiuc.edu
2204 Griffith Drive
Champaign, IL 61820-7459

For Questions About Contact

Program Participation 
...general information, requirements
...National Research Support Project-3
...costs, contracts and billings
...published reports and brochures

Atmospheric Integrated Research Monitoring Network
(AIRMoN)
...general information
...requirements, costs

Mercury Deposition Network (MDN)
...general information
...requirements, costs

Van Bowersox, NADP Coordinator
Phone: 217-333-2213
Fax: 217-244-0220 

NADP Data
...Web page
...color maps, tables, figures
...special data requests

Bob Larson
Phone: 217-333-9008
Fax: 217-333-6540

Meeting Information
...annual Technical Committee meeting
...Subcommittee meetings

Kathy Douglas
Phone: 217-333-7871
Fax: 217-333-0249

Quality Assurance
...QA/QC procedures
...bias...precision...blank levels
...network comparisons

Chris Lehmann
Phone: 217-265-8512
FAX: 217-244-3054
E-mail:

Sample Archives
... inquiries, procedures, and requests for NTN and    
AIRMoN samples

Karen Harlin, Assistant Coordinator
Phone: 217-244-6413
Fax: 217-333-6540

http://nadp.sws.uiuc.edu
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7.3 External Quality Assurance Programs

For Questions About Contact

USGS-NTN External Quality Assurance Project

Data and Program Related Issues
...QA project planning
...data analysis and reports

Gregory Wetherbee, Project Chief, Chemist
USGS Water Resources Discipline, Branch
of Quality Systems (USGS, WRD, BQS)
Box 25046, MS 401, Bldg. 53
Denver Federal Center
Denver, Colorado 80225

Phone: 303-236-1837
Fax: 303-236-1880
E-mail: wetherbe@usgs.gov
http://bqs.usgs.gov/precip/project_overview/
index.htm

Field Logistics
... collocated samples
...sample handling evaluation program
...field blank/audit program
...inter-site comparison program
...inter-laboratory comparison program

Natalie E. Latysh, Hydrologist
USGS Water Resources Discipline, Branch
of Quality Systems (USGS, WRD, BQS)
Box 25046, MS 401, Bldg. 53
Denver Federal Center
Denver, Colorado 80225

Phone: 303-236-1874
Fax: 303-236-1880
E-mail: nlatysh@usgs.gov
http://bqs.usgs.gov/precip/project_overview/
index.htm

USEPA-NTN Site Systems and Performance
Surveys 
...on-site reviews and inspections
...site representativeness

Michael J. Kolian
U.S. Environmental Protection Agency
Clean Air Markets Division
6204N USEPA Headquarters
Ariel Rios Building
1200 Pennsylvania Avenue. N.W.
Washington, DC 20460

Phone: 202-564-2884
Fax: 202-565-2140
E-mail: kolian.michael@epa.gov
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7.4 Instrument Manufacturers

For Questions About Contact

Wet Deposition Collector
...purchases
...optional features

Event Recorder
...single pen
...dual pen

Aerochem Metrics, Inc.
4473 West Highway 476
Bushnell, Florida 33513

Phone: 352-793-8000
Fax: 352-793-3954

LODA Electronics Co.
307 South Elm
P.O. Box 207
Loda, IL 60948-0207

Phone: 217-386-2554
Fax: 217-386-2439
E-mail: loelco@prairienet.net
http://www.lodaelectronics.com

Recording Raingage
...purchases

Belfort Instrument Company
727 South Wolfe Street
Baltimore, Maryland 21231

Phone: 800-937-2353
Fax: 410-342-7028
E-mail: sales@belfortinstrument.com
http://belfortinstrument.com
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Equipment listed in this section meets NTN requirements. Examples may vary
considerably in cost, serviceability, and expertise required for proper use. The NADP
does not endorse any brand name. 

Appendix A National Trends Network (NTN) Equipment Requirements

A.1 Field Site Equipment

Precipitation Collector: Two wet deposition collectors meet current NADP specifications:
the Aerochem Metrics model 301 and the LODA model 2001 (see Sections 2.3 and 3.1). Section 7.4
lists contact information for the manufacturers.

Recording Raingage Equipped with Event Recorder: The Belfort model B5-780 recording
raingage is the only raingage that meets NTN requirements (see Sections 2.3 and 3.1).  This model is
available only from the Belfort Instrument Company, while the NADP event recorder is available from
either of the approved collector manufacturers listed in Section 7.4.

A.2 Field Laboratory Equipment

Balance

Requirements 
15 kg capacity, 1 g sensitivity/readability

Examples
Mettler model SB-16000 (top-loading electronic)
Ohaus model CHAMP CQ25R31 (top-loading electronic)
Ohaus model 1119-D0 (open beam mechanical)

pH Meter and Electrode

Meter Requirements
Read 0-14 pH units, digital display with  readability to 0.01 pH units, microprocessor
controlled with buffer recognition and auto-read capability

Meter Examples
Beckman model F250 Oakton model pH 510
Cole Parmer model A-59330-00 Orion model 250A or 410A
Corning model 430 VWR model SB20 Symphony
Fisher model Accumet AB15

Electrode Requirements : The CAL supplies a Broadley-James Combination pH Electrode
model E1439-EC2-AO3. Sites are discouraged from providing their own electrode.
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Many conductance meters and cells have proprietary cabling. Make certain that the
meter or cell you order will connect to your existing equipment, or purchase the meter
and cell together.

Specific Conductance Meter and Cell

Meter Requirements
 0.1-1,000 µS/cm range and readability to 0.1m µS/cm

Meter Examples
Cole Parmer catalog number EW-19050-00
Oakton model CON 500
VWR model 2052
VWR catalog number 23226-501 (use only with VWR catalog number 23226-524
conductance cell)

Cell Requirements
Cell constant of 1.0 and a sample volume requirement < 10 mL

Cell Examples
VWR catalog number 23226-524 or 23198-020
YSI model 3403 or 3417

Suggested Labware

500 mL squeeze bottle
disposable laboratory wipes or lint free tissues
distilled or reagent water with conductivity below 5 µS/cm
electrode holder or ring stand
small flat bottomed dishpan

Note: The CAL provides other laboratory supplies, as well as a training video or CD-ROM.
Contact the CAL at 1-800-952-7353 for additional information.
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1 Introduction

1.1 The NADP and NTN Atmospheric Deposition Monitoring Programs:  A Background

The amount of substances dispersed in the atmosphere and deposited by precipitation,
aerosols, and gases is expected to continue to increase throughout North America. Thus, there is an
increasing need for careful measurement of the amounts, nature, and effects of these substances in
agricultural, forest, and aquatic ecosystems of the United States. In addition, these measurements are
crucial to the validation of transport models and the evaluation of National and North American
emission control strategies.

The National Atmospheric Deposition Program (NADP) was created by the Association of
State Agricultural Experiment Stations (North Central Regional Project NC  141 now Interregional
Project IR-7) to conduct research on atmospheric deposition and its effects on surface waters and
agricultural and forest lands in cooperation with federal, state, and private research agencies. The
National Trends Network (NTN) was designed under the direction of the Task Group on Deposition
Monitoring, Interagency Task Force on Acid Precipitation, in accord with the 1982 National Acid
Precipitation Assessment Plan, to gain a better understanding of the spatial and temporal variability of
acidic atmospheric deposition in the United States. Through the continued development and
maintenance of these atmospheric chemical deposition monitoring networks, and through research on
the effects of chemical changes in atmospheric deposition, scientists are discovering and characterizing
biologically important spatial and temporal trends in the chemical climate of North America.

1.2 Sampling Strategy

In addition to a strict set of siting criteria, which this manual presents, other essential ingredients
of a successful network design and operation include; uniformity of sampling protocol, uniformity in
analytical techniques and procedures, and a long-term monitoring commitment. The NADP/NTN
accomplishes this by (1) designating specific precipitation collection equipment to be used throughout
the network which allows precipitation to be recorded, collected and verified; (2) requiring this
equipment to be maintained in good working order at the original location specified on the SITE
INFORMATION WORKSHEET;  (3) specifying a strict weekly sampling protocol and a clear
definition of sample types; (4) requiring every sample to be analyzed at a single laboratory, the Central
Analytical Laboratory (CAL) operated by the Illinois State Water Survey, Champaign, Illinois, and (5)
expecting each site to operate continuously for a 5-10 year period. The NTN network further utilizes a
finite number of regionally distributed sites as a part of its design.

•  
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Because the success of the network depends upon each site’s continuing commitment to strictly
follow this protocol, the acceptance of a site into the NADP/NTN networks is based in part on the
site’s ability to implement the program outlined here and presented in more detail in the National
Trends Network Site Operation Manual  (http://nadp.sws.uiuc.edu/lib/manuals/opman.pdf).
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2 Site Selection

2.1 General Considerations

Monitoring sites for the networks are selected to represent major physiographic, agricultural,
aquatic and forested areas within each cooperating state, region or ecoregion. Wherever possible,
collection sites include locations where watershed, marine, freshwater, or other hydrological research is
already underway, or where research is being conducted on nutrient cycling, air pollution, or
atmospheric chemistry. Additional consideration is given on the basis of available knowledge of
emission sources, prevalent forms of deposition, frequency of precipitation events and other
meteorological and atmospheric processes that influence the deposition of substances in each area. This
background information permits meaningful interpretations of spatial, seasonal and temporal variations
in the chemistry of wet and dry deposition both regionally and nationally.

2.2 Co-location with Other Programs

The co-location of monitoring equipment with other programs is encouraged. Some
precautions, however, need to be observed when co-locating sampling or monitoring equipment.

Sampling sites can be overused to the point where one program becomes compromised by the
addition of extra equipment. Besides violating the siting criteria outlined in Section 2.3, increased
visitation to a site increases the chance of contamination to the sampling receptacles. Disturbances in air
movement about the site by other than natural phenomena can reach a point where what is sampled is
no longer representative of the region but only represents the local congested environment.

2.3 COLLECTOR and RAINGAGE Siting Criteria

2.3.1 Regional Requirements

The RAINGAGE and COLLECTOR should be located in an area that typifies a region and
minimizes the impact of local point or area sources. However, if a region is characterized by a certain
type of agricultural land use or industrialization, the COLLECTOR should be located to provide
representation of such extensive deposition sources.

Specific sources of concern include industrial operations and suburban/urban area related
sources. Industrial operations such as power plants, chemical plants and manufacturing facilities should
be at least 10 kilometers (km) away from the collector. If the emission sources are located in the
general upwind direction (i.e., the mean annual west-east flow in most cases) from the COLLECTOR,
then this distance should be increased to 20 km. This same criteria also applies to suburban/urban areas
whose population approximates 10,000 people. For larger population centers (i.e., greater than
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75,000) the COLLECTOR should be no closer than 20 km. This distance is doubled, to 40 km, if the
population is upwind from the COLLECTOR. Beyond 50 km both industrial and urban sources are
generally assumed to blend in with the typical characteristics of the region.

2.3.2 Local Requirements

Transportation related sources, agricultural operations and surface storage of certain types of
products are typically the most troublesome sources to identify and quantify once regional requirements
for industrial sources have been met (Section 2.3.1). No moving sources of pollution, such as air,
ground, or water traffic or the medium on which they traverse (e.g., runway, taxiway, road, tracks, or
navigable river) should be within 100 meters (m) of the COLLECTOR. The local road net around the
site is of particular concern. Traffic volume and type will largely determine the impact of these types of
sources on the site. Feedlots, dairy barns, etc. , in which large concentrations of animals are housed
should be no closer than 500 m from the COLLECTOR. Grazing animals, and pasture should be no
closer than 20 m from the COLLECTOR. Surface storage of agricultural products, fuels, vehicles, or
other source materials should be kept at least 100 m from the COLLECTOR. Parking lots and
maintenance yards also need to be kept at least 100 m from the collector. Local sources, whether
point, line or area sources, will greatly influence the suitability of a site to serve as a long-term regionally
representative station. Land development in future years may further compromise the site’s usefulness
as a station. For these reasons consideration should be given to alternate sites in the event that the
original site is no longer representative of the region.

2.3.3 On-Site Requirements

The site should be accessible in both summer and winter and be a low risk to vandalism.
Further, the COLLECTOR and RAINGAGE should be sited to conform as nearly as possible with the
following:

1. The COLLECTOR should be installed over undisturbed land on its standard 1 m high
aluminum base. Naturally vegetated, level areas are preferred, but grassed areas and
slopes up to ±15% will be tolerated. Sudden changes in slope within 30 m of the
collector should also be avoided.

Ground cover should surround the collector for a distance of approximately 30 m. In
farm areas a vegetated buffer strip must surround the collector for at least 30 meters.

2. Annual vegetation within the site should be maintained at less than 2 feet in height.

3. No object or structure shall project onto the COLLECTOR or RAINGAGE with an
angle greater than 45° from the horizontal (30° is considered optimal, but 45° is the
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highest angle acceptable). Therefore the distance from the sampler to the object must
be at least equal to the height of the object (preferably twice the height of the object).
Residential dwellings must be kept twice their height from the collector (30°).  Pay
particular attention to anemometer towers and overhead wires (Fig. 2.1). 

4. Residential structures within 30 m of the COLLECTOR should not be within the 30°
cone of the mean wind direction (Fig. 2.2).
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5. The base of the COLLECTOR should not be enclosed. Further, any object over 1 m
high with sufficient mass to deflect wind should not be located within 5 meters of the
COLLECTOR. Alter wind shields and open fences are excluded from this requirement.

6. The RAINGAGE should be within 30 m of the COLLECTOR but no closer than 5 m.
Its orifice should be located within one foot of the same plane as the orifice of the
COLLECTOR. In snow accumulation areas this may require a separate platform for
the raingage.

7. In areas where more than 20% of annual precipitation is snow, raingages must be
equipped with an alter wind shield. This shield should be installed such that the pivot
axis of the shield is at the same level as the top of the raingage.

8. In areas having an accumulation of over 0.5 m of snow per year, the COLLECTOR
and RAINGAGE may be raised off the ground on a platform. The platform should be
no higher than the maximum anticipated snow pack. In general, platforms are
discouraged. Note: The 5 m separation between the raingage and collector must be
maintained (item 6).

9. COLLECTORS located in areas which normally receive snow should have a properly
counterweighted snow roof installed on the moving lid of the COLLECTOR only if
problems with the opening and closing are encountered. If installed, the roof will be left
on year round. (See counterweighting, Section 4.2.1).

10. Changes or modifications to established or approved sites or to its equipment must be
submitted to the Program Coordinator’s Office prior to implementation. This includes
moving the site, siting other equipment in close proximity to the existing collectors (30
m), installation of snow roofs, etc. In the event additional equipment is added to the site
or a change in location becomes necessary, the following information is needed:

a) A brief letter to the Program Coordinator’s Office requesting the change and
documenting its need.

b) Sites moving within the 30 m surrounding the original location of the collector
will be required to file a new site sketch with pictures and negatives, along with
a letter stating when and why the site was moved.
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c) Sites moving greater than 30 m but less than 10 km will be required to file a
new Site Information Worksheet;, site sketch map, and pictures with negatives.
A new topographical map will be required only if the site moves off the old
quad.

d) Sites moving further than 10 km or into a different type of topography,
ecoregion, or land use must reapply for admission to the network as a new site.
Such a move requires submission of a complete set of siting documents to the
coordinator’s office for approval. A new site name, CAL code, and station
number will be assigned to the new site.

11. All COLLECTOR location changes (orientation, moves on or off platforms, elevation,
short moves, long moves, etc.) will be documented so that data users have the ability to
determine if a change in data correlates with some physical change at the site.

2.4 Classification of Network Sites:  Operational Status

Once a site has been identified, sites will be classified into one of three levels:

Provisional

Each site will be initially classified Provisional based upon the information provided with the Site
Information Worksheet;, if the questionnaire has been properly completed. Pictures showing the
COLLECTOR in place, topographical map and a site drawing are required to obtain Provisional status.

Interim

Interim status will be given to those sites which after visitation by a network site reviewer are
verified as having met all of the siting criteria outlined in Section 2.3 of this manual and as having all of
the required sampling equipment including the Aerochem Metrics or equivalent WET/DRY precipitation
COLLECTOR; the weighing, recording RAINGAGE equipped with an EVENT RECORDER; the pH
and conductivity meters and a 20 kg capacity balance. If a representative of the Coordinator’s Office
installs the site, then Interim status may be granted at the time of installation.

Certified

Final certification will be made after several years of routine operation of each site. 
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A site will become Certified when data analysis determines that the site is operating according
to established protocol and that the site is a regionally representative site not significantly biased by local
sources.
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3 Site Information Worksheet

3.1 Introduction

This section contains information and instructions for completing the National Atmospheric
Deposition Program (NADP)/National Trends Network Site (NTN) Information Worksheet in
Appendix A. Complete a worksheet for each proposed site. Send completed worksheets to:

NADP Program Office
Illinois State Water Survey

2204 Griffith Drive
Champaign, IL 61820-7495

Update the worksheet when changes occur in any of the items under Site Instrumentation,
Related Scientific Activities, or Potential Sampling Obstructions and Pollution Sources. Inform the Site
Liaison (1-800/952-7353) prior to making any changes in these items. Send updates to the Program
Office. Also notify the Liaison of changes in Site Personnel or Laboratory Facilities. Consult the Site
Liaison before moving or changing the precipitation collector or recording raingage. A new
worksheet must be completed before a site is moved.

On the worksheet, record distances and elevations in metric units (e.g., meters as m,
centimeters as cm, and kilometers as km) and directions from magnetic north. Except as noted, report
distances from the planned or current collector location. Where space is inadequate for your remarks,
attach additional pages, and label the remarks for the worksheet item being described.

3.2 Site Identification

The SITE NAME should be descriptive and unique to the site. Together with the COUNTY
and STATE, the SITE NAME should allow easy identification of the site by sponsoring and operating
agencies, site supervisors and operators, and researchers (for example, the Bondville site, operated by
the NADP Central Analytical Laboratory or CAL, is several miles from the central Illinois village of
Bondville). The Program Office assigns the SITE ID after receipt of the completed worksheet. The
SITE ID is a unique identifier based on the COUNTY, STATE, and other network information (for
example, the Bondville site is in Champaign County, Illinois, and has a SITE ID of IL11).

Definitions and responsibilities of the SPONSORING AGENCY and OPERATING
AGENCY are described in Section 2.4 of the National Trends Network Site Operation Manual
(http://nadp.sws.uiuc.edu/lib/manuals/opman.pdf). In general, the Sponsoring Agency provides the
funds that pay for NTN participation, which includes the services provided by the CAL and
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Program Office. The OPERATING AGENCY provides the SITE OPERATOR, who is responsible
for the monitoring equipment, site maintenance, and sample collection (measurement, documentation,
and submission). SITE OWNER refers to the owner of the land where the site is located

An exact site location is established when the LATITUDE, LONGITUDE, and ELEVATION
of the collector are reported. MAP NAMES refer to the U.S. Geological Survey topographic map
series.

3.3 Site Personnel

List site personnel names, addresses, and other contact information in this section. Each site has
a SITE OPERATOR and SITE SUPERVISOR. In rare cases one person may perform both roles.
Section 2.5 of the National Trends Network Site Operation Manual
(http://nadp.sws.uiuc.edu/lib/manuals/opman.pdf) describes the responsibilities of all site personnel.

The SITE OPERATOR’s ADDRESS must be an appropriate location for United Parcel
Service (UPS) delivery of supplies from the CAL, which includes field buckets and sample bottles
packed in (2-foot × 2-foot × 2-foot) mailers. Data reports, correspondence, summaries, and
publications issued by the CAL and Program Office are also mailed to this address.

The SITE SUPERVISOR receives data reports, correspondence, and other summaries and
publications from the CAL and Program Office. The SITE SUPERVISOR can sometimes help resolve
data or site operational problems or arrange for resources to help resolve or correct these problems.
Additionally, this person often can evaluate the preliminary data and help determine whether the data
are reasonable and reflect local conditions.

3.4 Site Instrumentation

Circle the PRIMARY POWER source for your site. If it is alternating current (AC), record the
VOLTAGE (110 or 220) and SERVICE AMPERAGE (e.g., 20 amperes). If it is direct current (DC),
record the BATTERY CAPACITY in ampere-hours. If your DC system is equipped for solar
recharge, record the SOLAR PANEL OUTPUT as well. Information on electrical service and
instrumentation helps determine the potential to operate in all types of weather and to solve operational
“down time” problems.

The NADP requires every site to use an approved PRECIPITATION COLLECTOR and
RECORDING RAINGAGE equipped with an EVENT RECORDER. Approved equipment is listed in
Appendix A of the National Trends Network Site Operation Manual
(http://nadp.sws.uiuc.edu/lib/manuals/opman.pdf). Record the MAKE and MODEL of the collector
and gage. For the gage, indicate TYPE (e.g., weighing or tipping bucket), DIAMETER 
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OF OPENING, WIND SHIELD TYPE (e.g., None, Alter, or Wyoming), and whether the gage is
equipped with an EVENT RECORDER. Also report the DISTANCE AND DIRECTION FROM
COLLECTOR. The collector and gage must be no closer than 5 meters (m) nor farther than 30 m from
one another. Record any information you may have on average ANNUAL PRECIPITATION amounts
and the YEARS OF RECORD from which these averages were computed.

Information on a NEAREST ALTERNATE GAGE will help Program Office staff decide
whether precipitation data from this gage may be substituted for the regular NADP precipitation data
on those rare occasions when both the NADP recording raingage and precipitation collector fail. In
addition, information on the NEAREST CLIMATE NORMAL GAGE provides a historical record
against which to evaluate the NADP site record. A ‘climate normal’ gage is an official National
Weather Service station with a 30-year (or more) precipitation record. In some cases, the NEAREST
ALTERNATE GAGE also may be the NEAREST CLIMATE NORMAL GAGE.

Information on WIND INSTRUMENTS at the site will help researchers evaluate and interpret
the local site climatology.

3.5 Related Scientific Activities

The NADP compiles this information to characterize RELATED SCIENTIFIC ACTIVITIES
at sites. This information is useful in preparing scientific proposals and in establishing linkages with
related programs. Of particular interest are related regional and national programs, such as the Clean
Air Status and Trends Network (CASTNet), and state measurement programs. Describe
measurements taken up to 0.5 kilometers (km) from the collector. Please distinguish between on-site
(within 30 m of the collector) and off-site measurements. Simply indicate NONE if there are no
RELATED SCIENTIFIC ACTIVITIES within 0.5 km.

3.6 Potential Sampling Obstructions and Pollution Sources

This section is designed to identify objects and vegetation that may interfere with sample
collection and objects and activities that may contribute to the chemical deposition measured at the site.
Posts, towers, trees, and other objects disturb the free flow of the wind, which, in turn, may affect rain
and snow catch. These objects also may increase the potential for sample contamination from splash.
Roads, cities, and power plants are sources of airborne particles and gases that may affect the sample
chemistry. 

Distance of the object or activity from the precipitation collector and recording raingage, as well
as the object type and size or activity type, determines its potential impact. This section is organized by
distance categories, including on-site (less than 30 m), local area (less than 500 m), and regional (less
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 than 40 km). Distances up to 5 meters from the collector and gage are considered the instrumental
footprints. Ideally, there are no objects taller than a meter in these footprints. The 30-meter circle
centered on the collector is called the site. Beyond 30 m, the sources become part of the local and
regional influences on wet deposition chemistry at the site. As distance from the site increases, local
influences tend to become indistinguishable from regional influences on the chemical climate at the site. 

A topographic map and a state or regional map are invaluable in completing this section. The
categories are designed to identify both stationary and mobile sources. Do not neglect sources such as
quarry operations, coal stockpiles, and farm wastes, which may be intermittent or seasonal. Careful
evaluation of potential sampling obstructions and pollution sources is important in determining site
quality and in evaluating data anomalies.

3.7 Laboratory Facilities

The NTN is committed to accurate measurements of field pH and conductivity. For this reason,
sites are required to have the capability for taking these measurements in close proximity to the
sampling site. A “good” laboratory facility is clean and temperature-controlled with a specific area set
aside for the pH and conductivity meters, balance, and related supplies. The area should be free of
clutter and away from traffic areas.

3.8     Other

A topographic map, scale drawing, and photographs are required before a site is accepted
into the NTN.

The U.S. Geological Survey can provide 1:24,000 and 1:250,000 scale topographic maps,
which include your site location. These maps are used to assess proximity to line, point, or area sources
and to establish further physiographic information about the site. Use a circled X to show clearly the site
location on the map. If the site is at or near the map border, include the adjoining map(s).  Digital
images of similar resolutions can be substituted for the U.S. Geological Survey topographic maps.

Prepare a site sketch using the template provided on the last page of Appendix A.  NADP sites
are defined by a circular area of 30-meter radius centered on the NADP collector. Use the symbols on
the template to show ground cover and locate objects, such as a fence, or instruments, such as a NWS
stick gage. Where an NADP collector is installed, place it at the center of the sketch. Place the circle of
the NADP collector symbol in the center and point the arrow in the direction from the dry-side
bucket to the wet-side bucket. Magnetic north is at the top of the sketch.  Place the Belfort raingage
on the sketch, marking it at the shortest distance between the NADP collector and gage.  Draw the
locations of all other instruments, towers, buildings, shelters, fences, posts, etc., within the 30-meter
area.  Label items in the sketch, as needed to prevent any confusion, and include the height of objects
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taller than 0.6 m.  Finally, show land cover (trees, shrubs, weeds, mown grass, bare ground, etc.) in the
30-meter area.

Photographs should show the area surrounding the collector in the eight cardinal directions (N,
NE, E, SE, S, SW, W, and NW). For proper perspective, 3 × 5 color photographs, taken with a 35-
millimeter (mm) camera, are preferred. Include negatives. Use a wide angle lens (35 or 28 mm), if
possible. Digital images are encouraged. Pictures should be taken at a distance of about 5 m from the
precipitation collector or planned collector location. Show the collector position with a flag stake in the
center foreground. Concentrate on the surrounding area. A few pictures taken from a greater distance
(including aerial photographs) are also useful and appreciated. Label the backs of all photographs with
the site, date, and direction you aimed the camera when the photo was taken.

If available, Soil Conservation Service (SCS) soil survey maps of the site are useful in
characterizing the site environment. These maps can be obtained by contacting your local or state U.S.
Department of Agriculture (USDA) Soil Conservation Service office or through the extension service at
your state land-grant college or university. An annual “List of Published Soil Surveys” lists all current
surveys by state and county.
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4 Site Installation

Field installation can be completed more effectively if the wet/dry collector and weighing
raingage are preassembled prior to arriving on site. Preassembly is especially useful if electric power is
not available on site, event recorder installation is necessary or rain gage calibration is to be attempted.

4.1 Power Requirements

4.1.1 110v AC Operation

For sites located in rural areas where line power is frequently interrupted, trickle charged
battery backup is recommended. However, only charging arrangements which cannot interrupt AC
power are acceptable. See Figures 4.1 and 4.2.

If a battery failure occurred in Figure 4.2, line power would not reach the collector and the

trickle charger would become the source of power for the collector. Trickle charger output is not
generally sufficient to power the collector. Certain trickle chargers further have the ability to over charge
batteries and ruin them. In Figure 4.1, the collector would run on one power system or the other, not
one power system through the other as in Figure 4.2. In Figure 4.1, line power to the collector is
independent of battery and trickle charger units.  Aerochem Metrics makes an acceptable trickle
charge option for its wet/dry collector. The charger is built into the motorbox. Contact Aerochem
Metrics for details.

Trickle Charger	 Battery

Collector

ACCEPTABLE

Trickle Charger Battery

CollectorUNACCEPTABLE
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4.1.2 DC Operation

Battery power is not a recommended method of powering the Aerochem Metrics Collector,
however, the use of a solar panel to continuously charge a 12 VDC source is an acceptable alternative
when AC power is not available.

If battery operation is the only alternative for powering the collector then it is essential that the
battery be properly sized and have a generous amount of reserve capacity.

4.1.2.1 Batteries

Only deep cycle marine rated batteries should be used to power the collector. Ordinary
automotive batteries, though cheaper, are not designed to be continuously drawn down and recharged
(you might get 20 cycles); deep cycle marine batteries are rated for 2000 cycles. Gel type batteries as
opposed to lead-acid batteries (the most common type of battery) have the additional advantages of
being 1/3 to 1/2 the weight per ampere hour, sealed (do not leak acid) and do not freeze when the
temperature drops and there is less than a full charge on the battery.

When sizing panels or batteries, the following collector electrical power consumption figures
should be realized. During wet status the collectors draw 0.06 watts to power the event pen, 6.6 watts
for the sensor heater, and 9.0 watts while the lid cycles. During dry status the collector draws only 0.6
watts to motorbox. If the temperature drops below 4°C (40°F), the collector draws 6.6 watts
continuously to power the sensor heater regardless of its wet or dry status. This creates the following
power requirements:

dry status 0.05 amps continuous 
cycle 0.75 amps duration of cycle 
wet status 0.60 amps continuous 
cold status 0.55 amps continuous

Battery requirements would then be calculated as per Table 4.1.

The required capacity (from Table 4.1) divided by the battery rating determines the number of
batteries or battery changes needed per week.

4.1.2.2 Solar Power/Trickle Charging

Solar panels and trickle chargers are rated to deliver a certain number of amps per hour at a
given voltage. A trickle charger delivers this current as long as it is powered by an AC source. A solar
panel delivers this rated current only during peak daylight hours. For this reason it is extremely
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important to estimate the number of effective solar hours per week at your site before determining the
size or number of panels required to operate the site. Typically effective solar hours vary from 4 hours
day in the east to 6 hours day in the southwest. These estimates do not take into account local solar
easements such as trees or building shadowing a solar site.

Table 4.1 An Example Site:  Worst Case - Winter

Collector Activity Hrs/wk Amps Total

Temperature less than 4°C 168 x 0.55 92.4

Precipitation occurs and temperature is greater
than 4°C 0 x 0.60 0
No. of precipitation events (6 sec cycle × 2* ×
0.75) 7 x 0.02 0.14

Remainder of hours in a week (168 hrs.) 0 x .05 0

Amps/hrs per week 92.5

Cold weather battery efficiency
    (80°F-65%, 0°F-40%)
    50% is used for this example

46.3
18.5

Required capacity amp-hrs/wk 157.3
*Open and close cycle

If we had used a 90 amps/hour marine battery in the above battery example, 67.3 amps-hr of
extra capacity would still be needed to meet our winter site requirements. If we used a trickle charger
for all 168 hours of the week, then the charger would have to have an output capacity of 0.4 amps/hour
(67.3/168) to meet our extra capacity demand. Note, however, that in order to operate the site week
after week under the example conditions, the full 157.3 amps must be replaced every week! The
charger then would have to deliver 0.94 amps/hour to keep up with our weekly demand. A solar panel
rated to deliver 2.0 amps/hour and operating at peak capacity 12 hrs/day 7 days of the week would
barely meet our example sites needs.

Using the 4 hours/day estimate of effective solar hours, we would need 3 solar panels to keep
our battery fully charged week after week. The Coordinator’s Office has experience in sizing panels
and is available for advice.



4-4
7/84

4.2 Wet/Dry Collector1

If available, please refer to the manufacturer’s instructions.

4.2.1 Assembly

1. Open the shipping carton on the side marked “Open This Side.” The collector chassis is
placed in the box with the bottom side facing up and with loose items packed in the
bottom opening. Remove the packing material from the bottom opening. You will find
the precipitation sensor, fuses, legs, mounting kit, bolts, and a bucket cover. While the
unit is still in the box, cut the box at the corners for a distance of about 12 inches and
fold the sides of the box down. Fasten legs in place with 1/4-20 bolts and nuts. It may
be necessary to ream some holes with a 1/4-in drill or rat tail file. Next, bolt the two
sections of aluminum angle that are approximately 36 inches (91 cm) long to the outside
of the pairs of legs across the narrow dimension of the collector so that one face of the
angle rests on the floor with its edge oriented away from the collector.

2. Install the counterweight and rod between the ends of the long arms. If your collector
was supplied with a peaked snow roof, the counterweight will be in two parts.

Note:   We recommend that the snow roof and corresponding counterweight (the
smaller of the two) not be installed on the collector until a clear need for this
accessory has been demonstrated. In addition to serving as a snow roof, the
peaked roof also acts somewhat as a wind “sail”. This “sail” causes the lid to lift
off of the wet side bucket during high winds) thereby allowing dry deposition to
intrude into the wet-side bucket.

Check that the counterweight is centered on the 3/8-inch rod and that the Waldes rings
are positioned so that they are pressed firmly against the ends of the counterweight. If
your collector does not have a commercially manufactured matched snow roof
counterweight or if modifications have been added to the collector roof, proper
counterweighting must be achieved as follows:

a) Turn the box and enclosed unit right side up and lift off the shipping carton. Cut
the two black bands holding the roof and buckets in place.

1From Aerochem Metrics “Assembly and Operation Instructions Automatic Sensing Wet/Dry
Precipitation Collector”.
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b) From underneath the base, remove the single bolt that holds the drive arm
mechanism to the clutch arm on the motor box. (The end of the drive arm
mechanism is cut down to provide clearance as it cycles with the clutch arm).
With the lid in mid-travel and the drive arm mechanism supported with your
hand up to the level of the clutch, add weight to the rod or existing
counterweight until the lid remains in mid-position unassisted. A very close
approximation of the proper amount of counterweighting is achieved if you add
twice as much counterweight as lid weight. A muffler clamp attached to the
existing counter weight and/or washers can be used to increase the
counterweight to the necessary weight.

3. To mount the precipitation sensor, remove the four screws located around the hole in
the corner of the chassis at the “dry” collector end. Insert the cannon plug through the
hole and fasten the sensor in place with the sensor oriented so that it faces away from
the dry collector. Connect the cannon plug to the motor box.

4. If connected to a 110 AC 50-60 Hz source, the unit is now ready to operate. For 12
VDC operation, disconnect from the AC source and remove the 1/2 amp fuse from the
AC fuse holder (Also see Section 4.1, Power Requirements). Connect a source of 12
VDC to the spade lugs located on the side of the motor box. Observe the polarity
markings on the box. Place a 2-amp fuse in the fuse holder above the spade lugs. The
unit should now operate. During the first cycle the roof should move to cover the “wet”
bucket which is located at the end away from the rain sensor. Remove the cardboard
inserts placed between the roof and the bucket. Short the rain sensor grid to the base
plate with a coin, a drop of water or a moistened finger; the roof will move to cover the
“dry” bucket and thus expose the “wet” bucket.

4.2.2 Mounting the Collector

All techniques require the collector be mounted level with the wet-side bucket to the west and
the sensor facing north.

Because of its large cross-section and relatively low weight, the precipitation collector is
susceptible to being blown over in high winds. Therefore, it is essential that the unit be firmly anchored
when placed in the field. THE INSTRUMENT WARRANTY DOES NOT APPLY TO DAMAGE
INCURRED DUE TO IMPROPER MOUNTING. Numerous anchoring techniques are available
including stakes, rocks, sandbags or cement blocks placed across the protruding ends of the cross
members. Alternatively, 7 inches of each of the protruding ends can be cut off and then bolted to the
remaining portions of the cross members so that the short sections project downward. Four small holes
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are dug to accommodate the downward-protruding sections. The collector is then mounted in place,
carefully leveled, and concrete poured into the holes. (In order to obtain a better set in the concrete,
you may wish to first drill several holes in the aluminum angle.)

4.3 Event Recorder

For those sites not having raingages with event recorders, the event recorder is installed as
follows: 

1. Remove housing of the weighing raingage by removing top, bucket, and screw from
center of bucket holder. Remove the bucket holder. Remove the five screws from
around the base, then remove the outside housing.

2. Referring to Figure 4.3, remove the screws and nuts holding the event recorder pen in
the aluminum protector. Place the pen assembly in position on the frame, with the cutout
surrounding the upper bail pivot bracket. Hold the event recorder assembly tightly and
drill a No. 28 hole through the upper hole of the pen assembly. Put one of the 6-32
screws through the upper hole just drilled and secure with a nut. Drill through the
bottom hole and secure with the remaining 6-32 screw and nut.

3. Remove the remaining screw from the shipping protector and slip the lower end of the
pen assembly behind the pen arm pivot, line up the holes, and secure the assembly to
the frame with the two 6-32 screws and nuts.

4. Feed a two conductor wire of sufficient length to reach the Aerochem collector through
one of the yellow-capped holes in the base. Connect the wire to the two terminals of
the event recorder. Install such that strain relief prevents tension being placed on the
wire at the terminals.

5. Connect the other end of the wire to the screw terminals under the middle fuse of the
precipitation collector. Note: Early models of the collector did not have the third fuse
and the two screw terminals. If your collector does not have the three fuses on the face
of the motor box and the connector with the two screw terminals, we suggest that you
remove motor box and return it to the manufacturer for modification.

6. Adjust the position of the pen tip by loosening the screw and block holding the pen arm
pivot. This provides adjustment of the pen in all directions. Adjust the pen scribe
approximately between the 5 1/2 and 6 1/2 rainfall line of the chart and 4 hours to the
left of the position of the raingage pen. This permits the rain gage pen to pass up and
under the event marker pen in case of rainfall in excess of 5 1/2 inches.
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7. Adjust the pen pressure against the chart by tilting the top of the pivot U in closer to the
frame.

4.4 Raingage

The raingage should be located 5-30 m from the wet/dry collector in an area where an
anchoring base can be installed. A suitable base can be made inexpensively from angle iron if a
commercially available base is not available (Fig. 4.4). The installation of the gage with this base is as
follows:
 

1. Bolt two of the stakes to the cross member of the tee base using 5/16 × 1 1/2 inch ×
3/4 inch shankless bolts and nuts. Drive these stakes to within about 6 inches of the
surface. When the cross member is level, drive the remaining stake to the same
horizontal plane and bolt. If this leveling is done with care, the instrument will be level
when it is bolted to the base. NEVER HAMMER THE BASE OR STAKES WHILE
THE RAINGAGE IS BOLTED TO THE BASE, AS THIS WILL LIKELY
DAMAGE THE RAINGAGE WEIGHING MECHANISM.

2. Remove the raingage top and then the weighing platform by unscrewing the center
flat-head screw. Remove the outer case by unscrewing the five retaining screws about
the bottom of the skirt.

3. Bolt the raingage to the tee base, using the three 3/8 × 2 1/2-inch bolts and nuts. Place
the raingage such that the welded extension on the tee base extends from under the
base nearest the door. The two bolts through the holes in the cross portion of the tee
should extend from the raingage base through the tee base where an appropriate nut
should be firmly locked reasonably tight. The bolt closest to the gage door should be
passed through the tee base first up into the inside of the gage and the nut screwed
firmly upon it.

4. Remove the shipping tie holding the pen arm to the pen shifter.

5. Loosen the mechanism locking screw and nut found above the pivot towards chart side
of the mechanism. Back out the screw until the top lever is stopped by the limit screw.
Retract the locking screw a turn or two farther; lock in position with its nut. Then
remove the stop sleeve from about the movement bracket limit screw. Do not disturb
the setting of the other two limit screws. Their positions are a part of the gage’s
calibration.
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6. Remove the wrapping from the chart drive mechanism, and unscrew the mechanism
from the base. The dashpot is mounted to the mechanism base with two identical
thumbscrews. Remove the thumbscrews and push up the dashpot cover. Pull the
dashpot out from between the mechanism frame and fill the dashpot with 3 1/2 oz. of
the silicone damping fluid supplied. Replace the dashpot.

7. Replace the chart drive mechanism.

8. Remove thumbnut from chart drive mechanism spindle. Mount chart cylinder (with
chart clip) supplied on the spindle, making certain that the mechanism pinion and the
cylinder gear are meshed. Do not replace the thumbnut.

9. Replace the gage housing, positioning it on the mechanism base so that the chart drive
and pen arm are accessible from the sliding access door.

10. Fasten the housing in place with the five screws. Replace the bucket platform on the
movement bracket, and fasten it in place with the washer and screw. Replace the
collector on the gage housing. The gage is now ready to be put into operation.

11. If the installation is done in the winter months, the raingage should be winterized
according to the instructions provided in the National Trends Network Site
Operation Manual (http:/nadp.sws.uiuc.edu/lib/manuals/opman.pdf).

4.5 Testing the Station

Once installed, the following field checks should be made to determine if the station is operating
properly. If deficiencies are noted, refer to the appropriate instrument manual or the  National Trends
Network Site Operation Manual (http:/nadp.sws.uiuc.edu/lib/manuals/opman.pdf). to troubleshoot the
problem.

1. Short the sensor on the collector with water or a coin. 
During the cycling of the lid you should observe the following:
a. The voltage across the event terminals on the motorbox should be between 11

and 17 VDC when the lid is in the fully open position. Voltage at any other time
indicates a motor malfunction.

b. The lid should travel at an even rate to cover the dry side bucket.
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2. After the cycle is complete and with the sensor wet or the coin still in place.
a. The event pen should be elevated on the raingage chart.
b. The sensor should heat to become hot to the touch within 2-3 minutes.
c. The lid should be centered snuggly on the dry bucket, forming an “air tight”

seal.
d. The lid should be “locked” on the dry bucket and not easily dislodged (~ 1 inch

of lid travel is normal).

3. Remove the coin after the cycle is completed.
a. The lid should be centered snuggly over the wet bucket forming an “air tight”

seal.
b. The lid should be “locked” on the wet bucket and not easily dislodged.
c. The event pen should have returned to the “normal” position on the raingage

chart.

4. Testing of the raingage.
a. Zero the raingage.
b. Slowly push down on the bucket of the raingage; the lower pen should return to

the zero line of the raingage chart.
c. There should be an ink tracing for both the event pen and (from 4.5.1-4.5.3)

and the lower rain amount pen.
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NATIONAL ATMOSPHERIC DEPOSITION PROGRAM (NADP)
NATIONAL TRENDS NETWORK (NTN) 

SITE INFORMATION WORKSHEET

If you have any questions while filling out this form, please refer to Section 3 in the
Instruction Manual, NADP/NTN Site Selection and Installation
(http://nadp.sws.uiuc.edu/lib/manuals) or call Scotty Dossett at 1-800/952-7353.  Please fill
the form out completely and return it to: Scotty R. Dossett, NADP Program Office,
Illinois State Water Survey, 2204 Griffith Drive, Champaign, IL 61820-7495.

Record distances and elevations in metric units (e.g., meters as m, centimeters as cm, millimeters as
mm, kilowatts as KW, megawatts as MW and kilometers as km) and directions from magnetic
north. Except as noted, report distances from the planned or current collector location. Where
space is inadequate for your remarks, attach additional pages, and label the remarks for the
worksheet item being described.

New Site ______ Change ______ Move ______ Date Prepared _______________________

SITE IDENTIFICATION

Site Name ______________________________ County _____________________________

State ___________________ Site ID (assigned by NADP Program Office) ___ ___ ___ ___

Operating Agency ______________________________________________________________

Sponsoring Agency______________________________________________________________

Site Owner ___________________________________________________________________

Latitude ____ Degrees ____ . ____ Minutes       Longitude ______ Degrees _____ . _____ Minutes 
Record latitude and longitude in degrees and decimal minutes (e.g., 40 degrees 30.20 minutes)

Elevation ________m above sea level

USGS Map Name (1:24,000) __________________________________  Revision Year ________

USGS Map Name (1:250,000) _________________________________  Revision Year ________
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SITE PERSONNEL

Site Operator ____________________________________  Phone (______)_____-_________

Address_____________________________________________________________________

(Street number and name, city, state, and Zip code where UPS will deliver supplies)

____________________________________________________________________________

____________________________________________________________________________

Fax (______)______-_________  E-mail Address_____________________________________

Site Supervisor ___________________________________ Phone (______)_____-_________

Address _____________________________________________________________________

____________________________________________________________________________

Fax (____)_____-________  E-mail Address_________________________________________

SITE INSTRUMENTATION

Power Supply

Primary power (circle one)  AC  DC

If  AC, Voltage________ volts   Service amperage____________

If  DC, Battery capacity ________ ampere-hours      Solar panel output ________  ampheres

Precipitation Collector

Make ___________________ Model _____________________

Recording Raingage

(Gage must be no less than 5 m nor more than 30 m from the precipitation collector.)

Make ___________________  Model __________________  Type _______________________

Diameter of opening  __________cm Wind shield

type_______________________________

Event recorder? Yes ____ No ____   Distance (m) and direction from collector_________________

Annual Precipitation _________/_________/____________ Years of record  ___________
   (mm) total       rain snow depth
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Nearest Alternate Raingage

Distance from collector (Indicate m or km.) _______    Direction from collector___________

Annual Precipitation _________/_________/____________ Years of record  ___________

   (mm) total       rain snow depth

Nearest Climate Normal Gage (National Weather Service, 30-year record)

Location _________________________________________________________

Distance from collector   (Indicate m or km.)_______    Direction from collector___________

Annual Precipitation _________/_________/____________ Years of record  ___________
   (mm) total       rain snow depth

Wind Instruments

Make ________________________________  Model ________________________________

Type ________________________________   Height above ground _________ m                            

      

(Please attach wind rose if available)

RELATED SCIENTIFIC ACTIVITIES

Aerosol and Gas Measurements

Regional, National, or State Aerosol and/or Gas Measurement Programs
(Examples include: CASTNet, IMPROVE, or Illinois Environmental Protection Agency.) Indicate
whether the measurements are on-site (within 30 m of the collector) or off-site but within 0.5 km of the

site. _________________________________________________________________________
____________________________________________________________________________

Other Aerosol Measurements
List and describe other on-site aerosol measurements not included above. (Examples include: aerosol size

analyzer, nephelometer, cascade impactor, dichotomous sampler, PM-10 sampler, PM-2.5 sampler, hi-
volume sampler, condensation nucleus counter, filter pack, or denuder.) _______________________

____________________________________________________________________________

____________________________________________________________________________
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What chemical constituents are being measured? ________________________________________

_____________________________________________________________________________

Other Gas Measurements
List and describe other on-site gas measurements not included above, for example, SO2, H2S, 

NO/NO2/NOx, PAN, NOy, HNO3, NH3, O3, CO2, and CO.  _______________________________
____________________________________________________________________________

____________________________________________________________________________

Meteorological Instruments

Regional, National, or State Meteorological Measurement Programs
(Examples include: National Weather Service Cooperative Observer Network, Midwestern Climate

Center, or Illinois Climate Network.) Indicate whether the measurements are on-site (within 30 m of the
collector) or off-site but within 0.5 km of the site. _______________________________________

____________________________________________________________________________

Other Meteorological Measurements
List and describe other on-site meteorological measurements not included above nor previously described.
(Examples include: standard 8-inch raingage or stick gage, wind run, Pitot tube, evaporation pan, dew

point temperature, relative humidity, hygrometer, max-min thermometer, barometer, rawinsonde,
transmissometer, pyranometer, shadowband radiometer, soil moisture, snow board, or lightning detector.)

____________________________________________________________________________
____________________________________________________________________________

____________________________________________________________________________

Other Related Measurements
Please describe any calibrated watersheds within 0.5 km of the site. Include information about the
watershed area, flow gaging methods, slopes, cover types, and chemical analysis, if available.

____________________________________________________________________________
____________________________________________________________________________

Briefly list any other environmental research occurring within 0.5 km of the site. Include the project,
sponsor, contact information, etc.   __________________________________________________ 

 ___________________________________________________________________________
 ___________________________________________________________________________

(Please attach a list of reports, journal articles, brochures, and other publications on related air or
precipitation chemistry measurements at the site or include copies of these publications.)
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POTENTIAL SAMPLING OBSTRUCTIONS AND POLLUTION SOURCES

Land Cover within 0.5 km of Site

Describe the land cover in a circular area of 0.5-km radius (~0.3 miles) around the site. Indicate the
fraction of surface covered by forest, desert, uncultivated grassland, cultivated crops, grazed pasture,
swamp or wetland, open water, residences, industries, commercial activities, farm buildings, etc.

For example    cultivated crops     /   80  %      residences      /   20  %.

Surface 1 ___________________/ _____ % Surface 4 ____________________/ _____ %

Surface 2 ___________________/ _____ % Surface 5 ____________________/ _____ %

Surface 3 ___________________/ _____ % Other _________% Total should be 100%.

Site Access

How will the Site Operator access the site (e.g., on foot, by snowshoes, by snowmobile, or by auto)?

Summer _______________________________   Winter _______________________________

Is there a site access road that allows vehicles to park within 30 m of the collector? Yes____ No ____ 

If Yes, describe the surface (e.g., asphalt, concrete, dirt, gravel, sand, or mixed). __________

______________________________________________________________________

How many vehicles use this road each week? (Estimates are fine.) Summer ____  Winter____

If No, how close is the nearest road to the collector? (Indicate m or km.) ________________

Describe the surface (e.g., asphalt, concrete, dirt, gravel, sand, or mixed). ________________

______________________________________________________________________

Direction from collector ____________

Is this road private or public access? ____________.

How many vehicles use this road each week? (Estimates are fine.) Summer ____ Winter____

Is there a parking lot at or near the site? Yes _____ No_____ 

If Yes, distance from collector  (Indicate m or km.) ___ ____ Direction from collector_______

Describe the surface (e.g., asphalt, concrete, dirt, gravel, sand, or mixed). ________________

_______________________________________________________________________

How many vehicles use this lot each week? (Estimates are fine.) Summer _____  Winter_____
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How is the site secured against vandalism, grazing, etc.?____________________________________

_____________________________________________________________________________

Describe any special logistical problems. _______________________________________________

_____________________________________________________________________________

On Site (Within 5 m of Precipitation Collector)

Identify all objects (vegetation, posts, instruments, etc.) that are greater than 1 m tall.

Number of objects ______ (For four or more objects, record the information, below, on an attachment.)

Object 1 ______ Description _______________________________________________________

Height ______m  Direction from collector ______  Distance from collector ______ m

Object 2 ______ Description _______________________________________________________

Height ______m  Direction from collector ______  Distance from collector ______ m

Object 3 ______ Description _______________________________________________________

Height ______m  Direction from collector ______  Distance from collector ______ m

On Site (Within 5 m of Recording Raingage)

Identify all objects (vegetation, posts, instruments, etc.) that are greater than 1 m tall.

Number of objects ______ (For four or more objects, record the information, below, on an attachment.)

Object 1 ______ Description _______________________________________________________

Height ______m  Direction from gage ______  Distance from gage ______ m

Object 2 ______ Description _______________________________________________________

Height ______m  Direction from gage ______  Distance from gage _______m

Object 3 ______ Description _______________________________________________________

Height ______m  Direction from gage ______  Distance from gage ______m
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On Site (Within 30 m of Precipitation Collector)
Ground Cover
Describe the ground cover within 30 m of the precipitation collector. Indicate the fraction of surface
covered by bare ground, rock, mown grass, weeds, shrubs, trees, water, etc.

Cover 1 ____________________/ _____ % Cover 3 ____________________/ _____ %

Cover 2 ____________________/ _____ % Cover 4 ____________________/ _____ % 

Instrument Shelters, Buildings, Sheds, Residences, or Other Structures None _______

Structure 1 type/use _____________________________________________________________

Length _________m  Width ________ m  Height _________m 

Distance from collector ________ m  Direction from collector ____________  

Structure 2 type/use _____________________________________________________________ 

Length ________ m  Width ________ m  Height ________ m 

Distance from collector ________ m  Direction from collector ____________  

Structure 3 type/use _____________________________________________________________ 

Length ________ m  Width _________m  Height ________ m 

Distance from collector ________ m  Direction from collector ____________  

Overhead wires, towers, masts None ________ 

Structure 1 type/use _____________________________________________________________

Height ________ m  Distance from collector ________ m  Direction from collector ____________  

Structure 2 type/use _____________________________________________________________ 

Height ________ m  Distance from collector ________ m  Direction from collector ____________  

Animal Grazing Activity None ________ 

How close can animals approach the collector? ________ m  Number of animals ________ 

Type of animal ______________________________________________________________  

Is grazing seasonal or year-round?___________________________ 
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Trees, Shrubs, and Cactuses 
Provide information on all trees, shrubs, and cactuses that are taller than their distance from the
collector. Shorter trees, etc. may also be described.

None _______ Trees taller than their distance from the collector will be removed Yes_____ No_____ 

Species 1 ____________________________ Maximum height ________ m 

Distance from collector ________ m Direction from collector  __________ 

Species 2 ____________________________  Maximum height ________ m 

Distance from collector _________m Direction from collector  __________ 

Species 3 ____________________________ Maximum height ________ m 

Distance from collector ________ m Direction from collector  __________ 

Species 4 ___________________________ Maximum height ________ m 

Distance from collector ________ m Direction from collector  __________ 

Local Area (Within 100 m of Precipitation Collector)

Surface Storage (Agricultural Chemicals, Products, Fuels, and Other Materials) None ______

List and describe these materials (include distance and direction from collector). _________________

_____________________________________________________________________________

_____________________________________________________________________________

Parking Lots or Maintenance Yards

Distance from collector ________ m  Direction from collector __________ 

Describe the surface (e.g., asphalt, concrete, dirt, gravel, sand, or  mixed). _____________________   

How many vehicles use this lot each day? (Estimates are fine.) Summer _______  Winter_______

Air, Ground, and Water Transportation Sources Other than Roads

Describe runways, taxiways, train tracks, or waterways (include distance and direction from collector)

____________________________________________________________________________ 

____________________________________________________________________________

____________________________________________________________________________
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Roads          None ________
Include all roads, even ones previously described in the Site Access section above.

Distance from collector to Road 1________ m Direction from collector ___________ 

Describe the road surface (e.g., asphalt, concrete, dirt, gravel, sand, or mixed) ._________________

How many vehicles use this road each day? (Estimates are fine.) Summer _______  Winter_______

Distance from collector to Road 2________ m Direction from collector ___________ 

Describe the road surface (e.g., asphalt, concrete, dirt, gravel, sand, or mixed). _________________

How many vehicles use this road each day? (Estimates are fine.) Summer _______  Winter_______

Distance from collector to Road 3________ m Direction from collector ___________

Describe the road surface (e.g., asphalt, concrete, dirt, gravel, sand, or mixed).___________________

How many vehicles use this road each day? (Estimates are fine.) Summer _______  Winter_______

Local Area (Within 500 m of Precipitation Collector)

Identify large concentrations of animals (feedlots or dairy, poultry, or pig operations).  None ________ 

Activity 1 _____________________________________________________________________

Distance from collector ________ m Direction from collector __________ 

Activity 2 _____________________________________________________________________

Distance from collector ________ m Direction from collector __________ 

Regional Area (Up to 40 km from Site)

Cities, Towns, and Population Centers of 10,000 People or More None ________

City/Town 1 name ____________________________  Population ____________________ 

Distance from site ________ km Direction from site ____________ 

City/Town 2 name ____________________________  Population ____________________ 

Distance from site ________ km Direction from site ____________ 

City/Town 3 name ____________________________  Population ____________________ 

Distance from site ________ km Direction from site ____________ 

City/Town 4 name ____________________________  Population ____________________ 

Distance from site ________ km Direction from site ____________ 
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Power Plants None ________ 

Plant 1 name ________________________  Fuel (coal, oil, gas, or nuclear)___________________

Generating capacity _______ (KW or MW)  Distance from site ______ km Direction ______

Plant 2 name ________________________  Fuel (coal, oil, gas, or nuclear)___________________

Generating capacity _______ (KW or MW)  Distance from site ______ km Direction ______ 

Industries (Chemical Plants, Manufacturing Plants, Refineries, Smelters, etc.)   None _______ 

Industry 1 type/product ___________________________________________________________

Distance from site ________ km Direction from site ____________ 

Additional comments _____________________________________________________________ 

Industry 2 type/product ___________________________________________________________

Distance from site ________ km Direction from site ____________ 

Additional comments _____________________________________________________________ 

Industry 3 type/product ___________________________________________________________

Distance from site ________ km Direction from site ____________ 

Additional comments _____________________________________________________________ 

Industry 4 type/product ___________________________________________________________

Distance from site ________ km Direction from site ____________ 

Additional comments ____________________________________________________________ 

LABORATORY FACILITIES

Available Lab Space None ____ Good ____ Fair ____ Poor ____  Shared? Yes ____ No ____ 

Distance from site  (Indicate m or km.) ________

pH Meter  None _____  Manufacturer ________________________ Model ______________

Probe     None _____  Manufacturer ________________________ Model ______________

Conductivity Meter  None _____  Manufacturer _________________ Model ______________

Cell None _____ Manufacturer _________________________ Model ______________

Balance   None ____    Manufacturer _________________________ Model ______________
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Type of low conductivity water available  

Deionized ____________   Distilled _____________   Bottled _________________

Special problems or conditions 

____________________________________________________________________________

____________________________________________________________________________

____________________________________________________________________________

OTHER

Please submit these items with the worksheet:

 Topographic maps  (1:24,000 and 1:250,000) Please mark the location of the site on the

maps.

 Site sketch (scale drawing of site using template below)

 Photos of collector or planned collector location in 8 cardinal directions

 Soil Conservation Services map

PERSON WHO COMPLETED THIS FORM

Name________________________________________________________________________

Phone_________________________________ Fax  ___________________________________

Address ______________________________________________________________________

_____________________________________________________________________________

E-mail address __________________________________________________________________

•

•
•
•
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CONDENSED SITING CRITERIA FOR ESTABLISHING REGIONALLY

REPRESENTATIVE NADP/NTN SITES

Critical distances (see Section 2.3 for more details)

Sources          Distance from the collector                         

Minimum Becomes background*

Regional Requirements:

Heavy industry   10 km (20 km if upwind)     50 km

(chem plants, power plants)

Suburban/urban populations                    10 km (20 km if upwind)            50 km

if population >75,000                       20 km (40 km if upwind)            50 km

Local Requirements:

Moving sources 100 m     10 km

Feedlots/dairy barns, etc. 500 m 1000 m

Grazing animals   20 m

Surface storage  100 m 1000 m

Parking lots                                           100 m          200 m

On-Site Requirements: Minimum Maximum

Raingage (must be in same plane

   as the collector ±1 ft)   5 m      30 m

Critical angles

Buildings Outside 30° cone of mean wind direction

Projection angle 45°

Slope     level      15%

* Distance from the collector beyond which source is thought to be undistinguishable 

   from background.
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PREPARE TO SERVICE FIELD SITE (3-1 to 3-2)
MAKE SURE YOU HAVE ALL OF THESE SUPPLIES:
1) black mailer (to carry field bucket, lid, supplies) 4) raingage chart and ink
2) clean bagged field bucket and snap-on lid 5) deionized water and Kimwipes
3) permanent ink marker, notebook, and pen
NOTE: Leave the 1-liter sample bottle at your lab / Never use it in the field

Step 1

INITIAL COLLECTOR CHECKS (3-3 to 3-4)
1) Approach collector with wind in face and inspect for problems, 2) Feel sensor before collector activa-
tion (COOL is GOOD, but HOT indicates a problem) (C-13), 3) Look into dry-side bucket. Precipi-
tation in dry bucket indicates a  problem; however, sensor may miss light rain or snow (C-24), and
4) Record problems in notebook and troubleshoot as per instructions on the collector decal.

Step 2

CHANGE THE FIELD BUCKET (3-4 to 3-5)
1) Place a single drop of water on lower “rung” of sensor and watch collector open, 2) Look for contami-
nants (bird droppings, bugs, leaves) in wet-side bucket but don’t put face over bucket, 3) Snap lid on
bucket, using its bag as a glove, 4) Lift bucket from collector, place in bag, seal bag with twist-tie, and
place in mailer, 5) Label bag with site  ID, date and time off, and contaminants.

Step 3

Step 4 INSTALL “NEW” WET-SIDE BUCKET AND PERFORM FINAL COLLECTOR CHECKS  (3-5)
1) Install  “new” clean bucket, using its bag  as a glove, 2) Feel  sensor after 5 minutes activation (HOT is
GOOD, but COOL indicates a problem) (C-19), 3) Blow remaining water from sensor and watch collec-
tor close, and 4) Make sure lid moves smoothly onto wet-side bucket, stops, and  seals the bucket (if it
doesn’t seal,  there is a problem )(C-14). Troubleshoot as per instructions on the collector decal.

SERVICE  RAINGAGE (3-8 to 3-10)
1) Move pens up and down to mark time off, then lift them from the chart, 2) Remove & scan chart to see
if collector opened and closed for precipitation (possible problem if it didn’t open or close)(C-19 to
C-24), 3) Wind clock, 4)  Empty raingage bucket (if it contains no antifreeze), 5) Install new chart and add
ink to pens (as needed), and 6) Lower pens to chart, set lower pen on current time, move pens up and
down, and move drum back and forth to mark the time on as a “+”.

Step 5

NADP/NTN FIELD COLLECTION PROCEDURES
Keep this sheet for future use

If you have questions contact CAL at 800/952-7353 or ntn@sws.uiuc.edu
Numbers in parenthesis are page numbers in the National Trends Network Site Operation Manual  (1999)1

NOTES:

12/04 SRDNADP-CAL/Illinois State Water Survey

1The National Trends Network Site Operation Manual is available online at http://nadp.sws.uiuc.edu/lib/manuals/opman.pdf

PACK AND TRANSPORT SAMPLE TO YOUR LABORATORY (3-5 to 3-6)
1) Record any additional problems in notebook, 2) Place notebook and chart in mailer with bucket,
3) Secure  mailer  top with straps, and 4) Handle carefully so sample doesn’t spill.

TURN OVER FOR LAB INSTRUCTIONS

Step 6



WEIGH THE SAMPLE (3-14 to 3-17 & Block 6)
1)  Remove bucket from mailer and inspect bag for leakage, 2) Leaving lid on bucket, remove bucket
from bag and quantify leakage, if any (leakage must be included in sample weight), 3) Wipe outside of
bucket clean and dry, 4) Weigh  ALL  samples (wet or dry), 5) Record Bucket+Lid+Sample weight
(include leakage weight, if any),  6) Record CAL Bucket and CAL Lid weight, and 7)  Calculate and
record Sample Weight and Sample Depth.

Step 1

NOTE: SEND THE SAMPLE TO THE CAL WITHIN 48 HOURS OF COLLECTION.
Carefully fill out the NADP/NTN FORF (3-11) as the steps below are completed. Record field
or  laboratory problems, describe contamination, and note any leakage in Block 10 - REMARKS.

NADP/NTN FIELD LAB PROCEDURES
Keep this sheet for future use

If you have questions contact CAL at 800/952-7353 or ntn@sws.uiuc.edu
Numbers  in parenthesis are page numbers in the National Trends Network Site Operation Manual  (1999)1

“Block numbers”and blue  text  refer to the NADP/NTN  FIELD  OBSERVER  REPORT FORM (FORF)

INTERPRET THE RAINGAGE CHART (3-15 to 3-22 & Blocks 4 & 7)
1) Compare top and bottom pen traces to ensure that collector was open for precipitation  and closed at
all other times (if  not, this indicates a possible problem)(C-19 to C-24), 2) Record daily precipitation
Type (R, S, M, U)  and precipitation Amount to the nearest .01 inches in Block 7, 3)  Record Total
Raingage Depth, 4) If raingage and sample depths differ by > 5%, weigh sample again, and 5) Answer
YES or NO questions for raingage operation in Block 4.

Step  2

12/04SRDNADP-CAL/Illinois State Water Survey

1The National Trends Network Site Operation Manual is available online at http://nadp.sws.uiuc.edu/lib/manuals/opman.pdf

DECANT INTO SAMPLE BOTTLE (3-22 to 3-24 & Block 8)
NOTE: Before  proceeding, sample must be completely thawed
1) Put on disposable gloves, 2) Remove and  set bucket lid inside up, 3) Record any contaminants in sample
(don’t put face over bucket), 4) If bucket is dry, snap on lid and  skip to Step 5 below,  5) Grab bucket
and hold handle against side, then pour  sample into bottle (don’t touch bucket to bottle rim),
6) Fill bottle to within 1 inch of top, 7) Put cap on  bottle,  8) Discard gloves, and  9) Complete SAMPLE
BOTTLE USE Block 8 YES or NO.

Step 3

Step 6 RETURN USED SUPPLIES TO THE CAL
When large 4-in-1 box has 4 used buckets and lids,tape well and return them to CAL.

Central Analytical Laboratory
2204 Griffith Drive
Champaign, IL  61820-7495

SHIP WEEKLY SAMPLE TO THE CAL (3-31 to 3-32 & Block 4)
1) Place bucket in the “used supply” box, 2) Place sample bottle and bag in the small box, 3) Review
FORF to make sure all necessary info has been recorded (including Block 4 SITE OPERATIONS
YES or  NO questions), 4) Keep pink copy of FORF and  photocopy of raingage chart and put white
and yellow copies of FORF and original raingage chart in box with sample, 5)  Tape box well, and  6)
Send sample box to the CAL via First Class mail, UPS ground, or Fed Express.

Step 5

PREPARE BUCKET and SAMPLE BOTTLE FOR SHIPPING (3-30 to 3-31)
1) After decanting, empty any excess precipitation from bucket, and place old bucket and lid loosely
bagged in the “used supply” large 4-in-1 box, 2) Ensure sample bottle cap is tight and wipe bottle dry, 3)
Record info on bottle bag, 4) Place bottle in bag and seal, and 5) Place CAL bar code labels on Block 1
of the FORF and on the bottle bag.

Step 4
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Maintenance Procedures for the 
Aerochem Collector and the Raingage 

Maintaining Dry-Side Bucket and Foam Lid 
Seal 

On the first Tuesday of every month change the dry-side 
bucket when you perform the wet-side bucket change. 
This is necessary to help ensure a clean surface for the 
lid seal to rest upon during precipitation. Each site should 
have two 3.5-gallon LPE buckets dedicated to dry-side 
use: one bucket installed on the collector and the other 
cleaned, bagged, and ready to use as a replacement. 
Both buckets should be plainly marked in permanent 
marker: DRY-SIDE USE ONLY. 

Note: Using a Dry-Side Use Only bucket to collect a wet-
side sample will invalidate the wet-side sample. 

Cleaning Dry-Side Buckets at Field Laboratory 

• Rinse the bucket inside and out with lots of tap water. 
Scrub the bucket with a sponge or paper towel to remove 
any debris and dirt films. 

• To prevent any chemical residues from forming, do not 
use detergents or alcohol. 

• After cleaning the bucket with tap water, rinse it with 
distilled water and shake off excess. 

• Place the bucket in a spare CAL bag and fasten it with 
a twist tie. 

Changing Dry-Side Buckets and Cleaning Foam Lid 
Seal 

1. When you change the dry-
side bucket, take the 
replacement bucket (that was 
cleaned as detailed in the 
instructions above), a 
squeeze bottle with distilled 
water, and some lint-free 
tissues to the field site. If you 
do not have a replacement 
bucket, remove a clean 
bucket from your supply of 
mailers. Label it plainly with a 
permanent marker: DRY-
SIDE USE ONLY, and use it 
as one of two dry-side 
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buckets. Return the empty 
mailer to the CAL to be refilled 
and sent back to you. 

2. Before operating the 
collector, remove the "old" 
dry-side bucket, set it aside, 
and note the presence of any 
precipitation. 

3. Remove the wet-side 
bucket according to the 
instructions in Section 3.2.2 of 
the National Trends Network 
Site Operation Manual. 

4. While both buckets are out 
of the collector: 

• Assuming the sensor is wet, 
dry it, and if it is dry, wet it to 
cause the collector lid to 
move. When the lid is halfway 
between the wet-side and dry-
side buckets, unplug the 
power to the collector. 

• Wipe the underside of the lid 
seal to remove any 
accumulated debris. Use a 
clean, lint-free tissue 
dampened with distilled water. 

• Let the foam lid seal air dry. 

• Wipe the top of the roof, the 
frame of the collector, and the 
sensor to remove bird 
droppings or other 
accumulations that could 
enter into the sample bucket 
from these surfaces. 

5. Install the new DRY-SIDE USE ONLY bucket. Plug in 
the collector. 

6. Install the new wet-side 
bucket. 

7. Note which surfaces have 
been cleaned in the Remarks 
Block of the FORF. 

If it is snowing, raining, or the site is experiencing 
freezing temperatures, you may not be able to use the 
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lint-free tissue dampened with distilled water to wipe the 
underside of the lid seal. In these cases, dry wipe the lid 
seal, the top of the collector lid, the collector frame, and 
the sensor. 

 
Lid Seal Replacement

 
Figure 1. Removing the lid seal 

Approximately every 
12 months the CAL 
provides each site with 
a new foam lid seal 
and instructions for its 
installation (Figure 1). 
This replacement 
further limits 
contamination and 
helps ensure a tight 
lid-to-bucket seal. To 
change the lid seal, 
use a medium-sized 
straight blade 
screwdriver and follow 
these steps: 

1. First, remove both 
buckets from the 
aluminum bucket 
holders. Position the 
lid mid-stride by 
unplugging the 
collector as the lid 
approaches the mid-
point between the 
bucket holders. 

2. Next, remove the 
two screws labeled A 
on Figure 1 and the L-
retainers they hold in 
place. These 
retainers, labeled B, 
hold the foam lid seal 
in place. After 
removing the L-
retainers, the old seal 
will simply drop out. 
Be careful not to lose 
the screws. 

3. Insert the new foam 
lid seal and re-install 
the L-retainers and 
screws. This 
completes the lid seal 
change. 

4. Plug the collector 
back into its power 
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supply. 

5. Record the lid seal 
change in the 
Remarks Block of the 
FORF. 

  

Raingage Winterization  

•Remove the funnel attached to the bottom of the top cap 
by rotating the funnel until its slots clear the beads in the 
collector tube. Lift it off and store it in a safe place. 

• Empty the catch bucket, replace it in the gage, and add 
2 quarts of standard automotive ethylene glycol or 
propylene glycol antifreeze. This addition will cause the 
gage to read the equivalent of 2.75 inches of 
precipitation. 

• Do not make any zeroing adjustment to the gage 
baseline after adding antifreeze to the bucket. 

• Stir the antifreeze solution in the bucket each week 
after moving the recording pens away from the raingage 
chart drum. 

• Do not dump any antifreeze on the ground. It is 
toxic to plants and animals. Disposal of antifreeze 
should comply with proper disposal guidelines. 

Note: Snow or mixed precipitation amounts are 
invalidated when the raingage is not properly winterized. 

For more information, consult the National 
Trends Network Site Operation Manual. If 
you have any questions, contact the CAL by 
phone at 1-800-952-7353, by fax at 217-333-
0249, or by e-mail at sdossett@uiuc.edu. 
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